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Thermal Waves Emanating From a 
Fast-Mowing Heat Source With a 
Finite Dimension 
Characteristics of thermal waves emanating from a fast-moving heat source are 
studied in this paper. The heat source is assumed to occupy a finite region to model 
real situations in local heating. Analytical solutions are obtained respectively for a 
heat source moving in the subsonic, transonic, and supersonic regimes. The Green's 
functions obtained previously from a point source are used to generate temperature 
distributions for all cases. The temperature jump across the shock surface is found 
to be weaker than the case with a point heat source, while the swinging phenomenon 
for the temperature variations with the thermal Mach number still exists. 

Introduction 
Local heating is an important phenomenon in the interdis

ciplinary areas of engineering science. Especially for the heat 
source with a high intensity impinging upon a small area, the 
heat flux is large and the temperature rise in the local area may 
be significant. The elevated temperature may alter the ther-
momechanical properties of the medium due to their sensitivity 
to temperature. A detailed understanding of the temperature 
distribution in the vicinity of the heat source, therefore, is 
necessary for quantifying the thermomechanical performance 
of a structural component. Typical examples for this type of 
problem include short-pulse laser heating on metals, high-speed 
grinding, high-speed friction in penetration, and plastic heating 
induced by dynamic crack propagation. These examples are 
referred to here for emphasizing the rate effect in local heating. 
The most obvious environment involving high-rate heating may 
be the relative motion between the heating agent and the object. 
The heat source in this case quickly propagates on the surface 
of a solid and the thermal energy dissipates into the surrounding 
media before the heat source escapes. The rate of heating in 
this situation, obviously, increases with the speed of the moving 
heat source. Although this problem is traditional in heat con
duction theory employing Fourier's law, Tzou (1989a, b; 1990a; 
1991) analyzed the wave effect in response to high-rate heating. 
The swinging phenomenon for temperatures in transition of 
the thermal Mach number from subsonic to supersonic ranges 
and the physical mechanisms of thermal shock formation are 
rate effects, which cannot be depicted by diffusion. Extended 
later to the problem of local heating induced by dynamic crack 
propagation, the transonic solution obtained by Tzou (1990b, 
c) yields perfect agreement with the experimental results ob
tained by Zehnder and Rosakis (1991). Because the transonic 
wave solution does capture several unusual behaviors for the 
temperature distribution in the near-tip region; moreover, the 
speed of heat propagation in 4340 steel at 450°C is estimated 
as 900 m/s. This value confirms the analytical expression ob
tained by Tzou and Ozisjk (1992) and Ozisik and Tzou (1992) 
when compared to the microscopic two-step model. The rate 
effect of temperature waves may become pronounced even for 
a stationary heat source. For short-pulse (on the order of pi
coseconds) laser heating on metals, Qiu and Tien (1992) dem
onstrated the effect of nonequilibrium temperature on the 
reflectivity of the surfaces subjected to laser irradiation. Again, 
the classical diffusion theory cannot capture the essential fea
tures in high-rate heating. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 
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Wave behavior in heat conduction is one of the most im
portant features in high-rate heating. Motivated by Maxwell 
(1867) in his work of the dynamic theory of gases, Vernotte 
(1958, 1961) is one of the pioneers in the development of the 
field of heat conduction. Since then, wave theory has been 
examined from various physical points of view. These works 
have been categorized in detail according to their nature and 
individual emphases in a recent work by Ozi§ik and Tzou 
(1992). In addition, the review articles by Joseph and Preziosi 
(1989, 1991) and Tzou (1992a) provide sufficient and thorough 
surveys on the past research. They will not be repeated here. 
Also, the most important issue in the wave theory of heat 
conduction, namely the physical meaning and engineering 
interpretation of the relaxation time, is explored by Tzou 
(1992b). It is extended from the irreversible thermodynamics 
by Jou et al. (1988). These works provide a firm foundation 
for the engineering applications of the thermal wave theory. 

The present paper studies the temperature waves emanating 
from a fast-moving, heat-generation zone. It is concerned with 
the evolution of temperature distributions as the speed of the 
heating zone transits from the subsonic, transonic, to the super
sonic regions. The speed of heat-generation zone will be char
acterized with respect to the speed of heat propagation. The 
thermal Mach number is defined for this purpose. The point-
source solution obtained previously by Tzou (1989a, b) in the 
respective region will be used as the Green's function to gen
erate the temperature distributions. Special applications of the 
results are illustrated through the heat-generation zone with a 
circular geometry and possessing a constant intensity of heat
ing. Projecting at future extensions to the high-speed pene
tration and rapid crack propagation, we emphasize the wave 
phenomenon in 4340 steel. 

The Green's Function 
The thermal wave equation governing the temperature dis

tribution around a moving point heat source is (Tzou, 1989a, 
b) 
(i-M2)r„ + r22+2cr1 

Q 
paCp 

5(xl)d(x2)~ S i ( * i ) 8 ( x 2 ) (1) 

where (Xi, x2) are the material coordinates convecting with 
the heat generating zone as shown in Fig. 1, c a parameter 
defined as c= v/2a, and M the thermal Mach number, defined 
as M = v/C, with C being the thermal wave speed. The sub
scripts in this work denote differentiations. I n , for example, 
is d T/dx]. The two terms involving M2 in Eq. (1) result from 
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X i 

circular reg ion genera t ing 

heat w i th a constant 

in tens i ty Q 

Fig. 1 A moving circular region with speed v that generates heat with 
a constant intensity 

the wave effect in heat propagation. The apparent heat source, 
derivative of 8 (Xi) with respect to X\, provides additional heat
ing besides the real heat source applied to the solid (Frankel 
et al., 1985). The mathematical type of Eq. (1) depends on the 
thermal Mach number M. For the classical diffusion model 
assuming an infinite wave speed (C-~oo), the thermal Mach 
number is zero and Eq. (1) reduces to the diffusion equation. 
In the subsonic region with M < 1, the equation is elliptic. In 
transition to the transonic (M= 1) and the supersonic (M> 1) 
regions, respectively, the equation transits to a parabolic and 
a hyperbolic type. An intrinsic difference in the temperature 
distributions, therefore, is expected in the three regions of the 
thermal Mach number. 

The temperature distributions depicted by Eq. (1) has been 
obtained by Tzou (1989a, b). In summary, they are 

ru„y xp[_^ 
Q/(paCp) 

\ 2 - M 2 

2(1 - M 2 ) * 0 W 1-M 2 

M2 

2(1 - M2) 
K, 

^ • M 2 

in the subsonic region with M < 1; (2) 

T(xu x2) 
Q/(paCp)'~ 

1 , 
^=exp[cX2/(2^i)] 

1 CX2+Xi 

~~Xl Ac\l {-xx)
5-> 

at the transonic stage with M = 1; (3) 

T(X[, x2) , ..-..2 
— — = -exp[c'x,/(M -
Q/(paCp) 

1)] 

2 - M 2 

2(M 2 -1 ) ' 
:KD 

cr 

V M 2 - l 

M2 

2(M - 1 ) 
:K, 

V M 2 - l 

in the supersonic region with M > 1. (4) 

The quantity r in Eqs. (2) and (4) is the distance in the stretched 
hypospace. It is defined as, respectively, 

r = 
X\ 

1-M-
+ X2 for M < 1 

and r-
X\ 

M 2 - l -xl for M > 1. (5) 

While r is well defined everywhere in the subsonic region, the 
condition 

Xi 

M 2 - l 
>x\ or 0 < sin (6) 

must be satisfied for r to be well defined in the supersonic 
region. The polar angle 6 in Eq. (6) is measured from the 
trailing edge of the point heat source in a clockwise sense. 
Equation (6) defines the physical domain of the heat-affected 
zone in which Eq. (4) applies. The rest of the physical domain 
is defined as the thermally undistributed zone where temper
ature remains at the reference level due to the finite speed of 
heat propagation. When the value of M approaches one, i.e., 
at the transonic stage, the 8 value in Eq. (6) approaches 90 deg 
and the heat-affected zone is confined to the domain of xt <0 . 
Equation (5) applies in this case. Note also that a strong sin
gularity in temperature exists at the thermal shock surface at 
0 = s h r ' ( l /M) for M > 1 . It results from the mathematical 
idealization of a point heat source without a physical dimen
sion. Nonetheless, the angle 6 does reveal the preferential di
rection for the accumulation of thermal energy when the 
transient time is short (Tzou, 1990b). 

N o m e n c l a t u r e 

A 
c 
C 

cP 
F,G 

k 

Ki = 

M 
q 
Q 

r 
R 

area, m 
parameter = v/2a, 1/m 
thermal wave speed, m/s 
heat capacity, kJ/kg-°C 
combined functions 
thermal conductivity, W/m-
°C 
modified Bessel function of 
the second kind of order /, 
( = 0, 1 
thermal Mach number 
volumetric heat rate, W/m3 

heat source density per unit 
length, W/m 
distance in the hypospace, m 
distance between the differen
tial heat source and the ob
servation point in the 
hypospace, m 

R* = 
r0 = 

s = 

t = 
T = 
v = 

Xi = 

a 
8 

dimensionless R 
radius of the circular heating 
zone, m 
dimensionless radial distance 
centered at the origin of the 
heat source 
physical time, s 
temperature, °C 
speed of the moving heat 
source, m/s 
physical coordinates centered 
at the origin of the heat 
source, m; x= 1, 2 
thermal diffusivity, m2/s 
dimensionless distance 
radial distance measured from 
the center of the heat source, 
m 

P 
Hi 

r = 

polar angle centered at the 
observation point, rad 
polar angle measured from 
the trailing edge of the heat 
source, rad 
thermal shock angle = s in - 1 

(1/M), rad 
polar angle centered at the 
origin of the heat source, rad 
mass density, kg/hi3 

dimensionless coordinates 
centered at the origin of the 
heat source; /= 1, 2 
dimensionless radial distance 
centered at the observation 
point 

Subscripts and Superscripts 

( ) , , = differentiations with respect 
to Xj\ x=\, 2 
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2 ,.271-,. 1 

x2) 

Heating zone moving 
with a speed v 

Fig. 2 Polar coordinates (r>, <;i) for the exterior observation points ze and 
(f, Y) for the interior observation points z, 

Superposition 
The point-source solutions represented by Eqs. (2)-(4) can 

be used as the Green's function to integrate the temperature 
distributions in a heating zone with a finite dimension. Without 
loss in generality, we exemplify this procedure by considering 
a circular-shaped source with a radius r0 moving at a constant 
speed v. The heat generation is assumed to be constant within 
the circular area as shown in Fig. 1. Because the temperature 
possesses different expressions in the three regions of the ther
mal Mach number, the temperature distributions must be in
tegrated individually in the subsonic, transonic, and supersonic 
regions. 

(a) The Subsonic Case With M < 1. Consider a differential 
heat source Q = qdA located at P as shown in Fig. 2. In terms 
of the polar coordinates (ij, <j>) centered at the origin of the 
circular region, the differential surface area dA is r] d-q dcj>. The 
resulting temperature rise at an observation point (either ze or 
zi) located at (x1( x2) is then the integral contribution from 
all the differential heat sources within the circular region: 

,2TT pro 

T(xu x2) = V \ e x p [ - c C ^ - i j cos <£)/(! • g rr 
paCpi0 Jo 

M2)] 

2 - i v r 
2(1 - M y 

:Kn 
cR 

V ^ M2 

M2 

2(1-M 2) 
-K, 

cR 

V 1-M1 

r)dr]d<f> for M < 1 (7) 

where 

R-
(Xi-ricos<t>) 

1-M 2 + (x2-ijsin#) (8) 

The radius r0 of the heating zone may be very small in practice. 
The characteristic dimension of the plastic zone around a mov
ing crack tip from which heat is generated due to intensified 
plasticity, for example, is on the order of nanometers (Weichert 
and Schonert, 1974, 1978). In order to develop the present 
formulation to handle this situation, we normalize all the length 
parameters with respect to the radius r0: 

-1 
r0' 

5 1 - » K 
r0 

.?1 (9) 

Equation (7) then becomes 

muii)--
I ni.Ti ft I 

)aCpJ0 J0 

exp [ - cr0 (£ {- s cos <£)/( 1 - M2)] 

2 - M 2 

2iTW)Ko 
croR* 

2(1 - M 2 ) ^ 1 

Vl-M 
croR* 

VT-Mz 
sdsd(f> 

for M < 1 (10) 

with 

R = 
(gl-5COS0) f /y2 

1-M 2 + ( ? " 
5sin</>) . (11) 

Numerical integrations are necessary due to complexity of the 
integrand in Eq. (10). For the observation points (ze in Fig. 
2) in the exterior of the heating zone, a direct numerical in
tegration can be applied by the regular Gaussian quadrature 
formula. For the observation points inside the heating zone, 
on the other hand, a special treatment is needed since Eq. (10) 
contains a singularity at R* - 0. It implies that the observation 
point coincides with the differential heat source in this case, 
or mathematically, £1 = i,cos<^ and £2 =

 5Sin<£. The origin of 
the coordinate system is first shifted to the observation point 
Zi. The new polar coordinates (f, 7) relate the the old (s, cj>) 
coordinates by 

/ ; T i"sin7 + £2 

J = V ( f c o s 7 + ?,)2 + (fsin7 + £2)
2, tan</>= ' ' " 

'(12) 

and the integrand in Eq. (10) can be expressed in terms on f 
and 7. Accordingly, the domains of integrations are changed 
to 

0<7<27r 

and 

iMl> 

0 < r < V l + £iS2sin27-(S,sin7)2-(£2cos7)2 

-(£iCOS7 + £2sin7). (13) 

The integration with respect to 7 is well behaved and the regular 
Gaussian quadrature formula can be applied. The singular part 
of the integration with respect to f is now reduced to the type 
of 

^ ln(jl/(rWf (14) 

where/(f) is bounded at f = 0. The logarithmic Gaussian quad
rature formula is then readily applicable for this type of nu
merical integration (Stroud and Secrest, 1966, for example). 

(b) The Supersonic Case with M > 1. The procedure of in
tegrations for temperature in the supersonic region is similar 
to those in the subsonic region. The temperature expression 
in Eq. (10), of course, is replaced by Eq. (4) with M > 1. Due 
to the formation of the thermally undisturbed zone for 06 
[0,sin~'(l/M)] (refer to Eq. (6)), however, the domains of 
integrations need to be carefully examined. Any point in region 
A, represented by 

£ ! < — — - , O<£ 2 <-cos0 M - (£ i+s in0 M ) t an0 M , (15) 
smaM 

as shown in Fig. 3(a) for a typical situation, is located in the 
heat-affected zone emanating from any differential heat source 
inside the circular region. The domains of integration, there
fore, are.?€[0, 1] and(/>€[0, 27r], which covers the entire heating 
zone. Similar considerations are given to the observation points 
in regions B, C, and D, which are shown by Figs. 3(b) to (d). 
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8in'(l/M) e sin'(l/M) 

Region C 

sin'(l/M) 
(C) 

sin'(l/M) 

Region D 

sin-"(l/M) 

(d) 

Fig. 3 Physical domains of Regions A, B, C, and D (shaded areas) and 
the corresponding domains of integrations inside the heating zone (dot
ted areas): supersonic case with M>1 

These regions are all in contact with the heating zone, which 
renders a singularity in the numerical integrations. Transfor
mation of the polar coordinates to the local observation point 
is thus necessary. In summary, the integration domains for 
region B, C, and D are, respectively, 

Region B 

-0M<Y<cos -2—2 , F < f < G (16) 
?l + ?2 

with 

F= - (£iCOS7 + £2sniY) 

- V l + ? ^ 2 s i n 2 7 - ^ s i n 2 7 - ? 2 C o s 2 -

G = -(£iCOSY + £2sinY) 

+ V 1 + Si£2sin27-£2sin2Y-£2cos2 'y. 
(17) 

Region C 

Region D 

- 0 M < 7 < 0 M , F<S<G. 

: 7 < 0 M , 0 < f < G . 

(18) 

(19) 

For the temperature distributions in a certain region, the in
tegration domains are first selected from Eqs. (16)-(19) ac
cordingly. Numerical integrations employing the regular and 
logarithmic Gaussian quadrature formula are then performed 
in the same fashion as that in the subsonic cases. 

(c) The Transonic Stage with M = l . Two types of inte
gration domain are involved at the transonic stage. Referring 
to Fig. 4, the observation points in region A (£i< - 1 ) are 
affected by the differential heat source in the heating zone. 
The domain for numerical integrations is therefore s£[0, 1] 
and </>€[0, 2ir], the same as that of region A in the supersonic 
region. For an observation point in region B with - 1 < ^ < 1, 
only the differential heat sources in the shaded area contribute 
to its temperature rise. The domain of integration is thus from 
«i to 1. 

Unlike the previous cases with a In (/"Hype of singularity, 
the singularity in Eq.(4) is unremovable. A similar expression 
to Eq. (14), and hence a special type of Gaussian quadrature 
formula, does not exit at the transonic stage with M = 1. When 
approaching the boundary of region B at a certain value of 

•— R e g i o n A 

Si =-1 $. = 1 
Fig. 4 Regions A and B and the corresponding domains of integration 
at the transonic stage with M = 1 

o present analysis 

— Weichert and Schonert 
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Fig. 5 Comparisons of the numerical integrations with the results ob
tained by Weichert and Schonert (1974); diffusion model with v=1000 
m/s and M = 0 

£i, instead, we integrate the physical domain from £i + 5 to 1 
and study the convergence of the temperature solution as the 
value of 5 approaches zero. 

Numerical Examples 
The crack-tip heating problems considered by Weichert and 

Schonert (1974, 1978) assume diffusion, which corresponds to 
the special case of M = 0 in Eq. (10). As a benchmark for the 
numerical algorithms involved in the present analysis, there
fore, we first substitute M by zero in Eq. (10) and compare 
the results to those obtained by Weichert and Schonert. For 
v= 1000 m/s and Capproaching infinity (M—0), the case with 
slower convergence, Fig. 5 compares the temperature contours 
obtained by the numerical integrations of Eq. (10) (empty 
circles) and those of Weichert and Schonert (1974) (solid lines). 
The following parameters for the glass and the heating zone: 

r0 = 3 x l 0 9 m, / c= lW/m-K, a = 5 x l 0 " 7 m 2 / s (20) 

are used in the analysis. The dashed circle represents the physical 
domain of the heating zone, which, according to Eq. (9), has 
been normalized to £ i€ [ - 1, 1] and £2€[~ 1. !]• The numerical 
integration employing the ten-point Gaussian quadrature pro
vides excellent agreement with the results obtained by Weichert 
and Schonert. The thermal wave speed C plays a dominant role 
in the wave theory of heat conduction. An analytical expression 
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-2.0 2.0 

Pig. 8 Temperature contour pattern in the neighborhood of the heating 
Fig. 6 Temperature contour pattern in the neighborhood of the heating zone with a circular shape: subsonic case with M = 0.95 
zone with a circular shape: subsonic case with M = 0.3 and C= 900 m/s 

Diffusion. M = 0, v= 270 m/s 

as- 0.0 

-2.0 -1.5 -1.0 -0.5 0.0 

8 = 1/1000 

-2.0 -1.5 -1.0 -0.5 0.0 

8 = 1/100000 

-1.5 -1.0 -0.5 0.0 

Fig. 7 Diffusion results for case shown in Fig. 6: v= 270 m/s and M = 0 result for 8 = 10 and 10 

Fig. 9 Transonic stage with M = 1: convergence of temperature distri
butions with the deviation S away from the heat source; identical patterns 

has been derived in terms of the Planck and Boltzmann con
stants, Debye temperature, the thermal conductivity, and the 
number densities of atoms and free electrons in metal lattice 
(Tzou and Ozisik, 1992). Due to uncertainties of the number 
density of free electrons (Qiu and Tien, 1992), however, its 
value can only be estimated as an order of magnitude. For 
glass, the value of C should be around 102 m/s. Moreover, 
Tzou (1992c-e) recently compared the transonic solution with 
the experimental result of temperature contours obtained by 
Zehnder and Rosakis (1991) for dynamic crack propagation in 
4340 steel. The perfect coincidences between the theory and the 
experiment reveal a threshold value of C=900 m/s. With a 
more confident value established, we switch the material to 
4340 steel in the numerical example. It has the following prop
erties: 

/•0 = 5xl0~8m, A: = 34W/m-K, a= l.Ox 10"5 m2/s, 

q = 5xl0is W/m3, C= 900 m/s. (21) 
When the thermal Mach number increases slightly to 0.3, 

Fig. 6 shows the contour patterns of temperature. The high-
temperature region shifts to the rear end (left) of the circular 
region while the heat source is moving to the front (right). For 
a detailed comparison, Fig. 7 displays the contour pattern ob
tained by diffusion. The value of v is taken as 270 m/s (cor
responding to the case in Fig. 6 (M = 0.3 and C = 900 m/s) 
employing the wave theory) while the thermal Mach number 
(M) is forced to zero. Though not very clear for this stage at 
the lower end of the subsonic region, the wave theory (Fig. 6) 
predicts a more localized result than diffusion (Fig. 7). Note 
also that the temperature level predicted by the wave theory is 
lower than that by diffusion. Figure 8 displays the contour 
pattern when the thermal Mach number further increases to 
0.95, a stage very close to the transonic case. While the tem
perature levels decrease continuously due to increase of the 
heat-source velocity, referring to Figs. 6 and 8, the high-tem
perature region gradually shifts to the exterior of the heating 
zone. At M = 0.95, the thermally undisturbed zone is gradually 
formed as shown by the low-temperature region (T<50 C) in 
the front half of the heating zone. 
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Fig. 10 Temperature contour pattern in the neighborhood of the circular 
heating zone and formation of the thermally undistributed zone beyond 
30 deg (sin - 1 (1/2)): supersonic case with M = 2.0 
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Fig. 11 Temperature contour pattern in the neighborhood of the circular 
heating zone and formation of the thermally undistributed zone beyond 
11.54 deg (sin - 1 (1/5)): supersonic case with M = 5.0 

Unlike the subsonic and supersonic regions where the sin
gularities in temperature are removable, the transonic stage 
(M=l) possesses a strong singularity that can only be ap
proached asymptotically in numerical integrations. Denoting 
the distance away from the singularity by 5, Fig. 9 demonstrates 
the convergence of the temperature contour patterns when the 
value of 8 decreases from 10 "2 (1/100) to 10 "5 (1/100000). 
The contour patterns for 8=10^4 and 10 ~5 are essentially 
identical. The circular shape of the heating zone is distored to 
an ellipse due to the different aspect ratios used in the £t and 
£2 axes. In comparison with Fig. 8, M = 0.95 in the subsonic 
region, the temperature levels in the heat affected zone decrease 
continuously when the thermal Mach number increases to one. 

Figure 10 shows the contour patterns of M = 2.0 in the super
sonic region. The physical domain beyond 30 deg (sin-1 (1/2)) 
is thermally undisturbed and the temperature thereby remains 
at the reference level. The magnitude of temperature, however, 
starts to increase from those at M= 1 (Fig. 9). Note also that 
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Fig. 12 Temperature distributions in the direction perpendicular to the 
thermal shock surface (d/l) at r0// = 2/3, 5/9, 4/9, 1/3, and 2/9. 

the temperature contours in the rear end bend toward the 
trailing edge of the moving heat source. This is the "tip-down" 
behavior preserved in the supersonic temperature waves (Tzou, 
1992c-e) and observed experimentally (Zehnder and Rosakis, 
1991). The temperature levels increase continuously when the 
thermal Mach number increases to 5, as shown in Fig. 11. The 
physical domain of the heat-affected zone further shrinks to 
11.54 deg (sin-1 (1/5)). The temperature contours in the heat
ing zone become more perpendicular to the direction of the 
moving heat source. The swinging phenomenon of temperature 
in transition of the thermal Mach number is clear. Referring 
to Figs. 6 and 8, the temperature levels in the subsonic region 
decrease with the source speed due to insufficient time of 
responses. In transition to the supersonic region with M> 1, 
referring to Figs. 9-11, the temperature levels increase with 
the source speed due to shrinkage of the heat-affected zone. 
This is a physical phenomenon pertinent to the wave theory 
of heat conduction and cannot be depicted by diffusion. In 
comparison with the case of a point heat source (Tzou, 1989a, 
b), lastly, a distinct shock surface can still be observed in Figs. 
10 and 11. The temperature jump across the shock surface, 
however, becomes much weaker. For M = 2, Fig. 12 shows the 
effect of r0 on transition of temperature across the thermal 
shock surfaces. The radius r0 is normalized with respect to 1, 
the distance measured from the center of the heating zone. 
While 9x 10~8 m is taken for the value of /, the results for 
r0/l decreasing from 2/3 to 2/9 are shown in the figure. At a 
distance (/measured from the location /behind the heat source, 
the temperature level decreases with the radius (r0) because 
less energy is dissipated from a heating zone with a smaller 
dimension. When approaching the thermal shock surface, the 
temperature first increases with the distance (d/l). At various 
threshold values of d/l ranging from 0.28 (r0/l-2/3) to 0.42 
(ro// = 2/9), the temperature decreases toward the thermal shock 
surface where the temperature remains at the reference level 
(7,= 0°C). This is due to shift of the high-temperature zone 
(refer to Fig. 10) behind the circular region at high Mach 
numbers. 

In passing, we note that a rigorous examination on the ther
mal wave speed is still needed. The value of 900 m/s assumed 
for the 4340 steel is based on the qualitative coincidences be
tween the theory and the experiment in dynamic crack prop
agation. It is still indirect in nature. At this point of 
development, therefore, Figs. 10 and 11 for the temperature 
contours in the supersonic region are provided for the sake of 
completeness. They serve the purpose of revealing special fea-
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tures such as the swinging phenomenon and the "tip-down" 
behavior of temperature contours in high-speed situations. 
When extending the present results to a dynamically propa
gating crack tip, in other words, whether a crack tip could 
propagate at a supersonic speed, still needs further exploration. 

Conclusion 
The Green's function solutions obtained from a point mov

ing heat source have been used to investigate the temperature 
waves emanating from a heating zone with a finite dimension. 
A general formulation has been provided while a special ap
plication is made to a heating zone with a circular shape, which 
generates heat with a constant magnitude. In the subsonic 
region with M< 1, the high-temperature area shifts out of the 
heating zone when the speed of the moving source increases. 
At the transonic and in the supersonic regions with M > 1, the 
swinging phenomenon for temperature and the thermal shock 
formation still exist. The temperature jump across the shock 
surfaces, however, remains bounded and is much weaker than 
that induced by a point heat source (Tzou, 1989a, b). 

Since a heat source must occupy a finite region in space, the 
results obtained in this work can be readily applied to practical 
problems. Although a special application to a circular heating 
zone with a constant intensity was considered in the numerical 
example, Eq. (10) can be easily generalized to the case with a 
variable intensity of heat. The volumetric heating rate q in this 
case must be retained inside the integral and integrated along 
with the exponential and the Bessel functions. Since Eq. (10) 
is integrated numerically due to complications induced by the 
Bessel functions, extension toward this direction does not con
stitute any additional difficulty. The results obtained so far 
can be used to study the heating zone with an arbitrary shape. 
Equations (16)-(19) for the appropriate domains of integra
tions, however, must be modified accordingly for determining 
the temperature distributions in different regions. 

For engineering problems involving high-rate heating, the 
intensity of the heat generation as well as the physical dimen
sion of the heating zone may not be known as a priori. The 
heat crack-tip heating in metals, for example, depends strongly 
on the crack speed (Freund, 1990). A faster crack speed induces 
a higher strain rate in the near-tip region, which reduces the 
size of the plastic zone. As indicated by Freund and Hutchinson 
(1985), however, the amount of heat thus generated may be 
dramatically increased should the strain-rate limit for the 
phonon-drag process be exceeded. The present formulation 
has to be made more general to handle this situation and 
research is currently being developed in this direction. 
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Thermal Gap Conductance of 
Conforming Surfaces in Contact 
Heat transfer through gas layers of contact inter faces formed by two microscopically 
rough surfaces is studied. Rarefied gas conduction between smooth parallel plates 
is examined with data obtained from the literature. Two important dimensionless 
parameters are introduced; one representing the ratio of the rarefied gas resistance 
to the continuum gas resistance, and the other representing gas rarefaction effects. 
Effects of gas rarefaction and surface roughness are studied in relation to the parallel 
plates case. It is proposed that the effective gap thickness at light loads may be 
estimate by a roughness parameter, the maximum peak height Rp. Experiments were 
performed to measure gap conductance for a number of Stainless Steel 304 pairs 
and Nickel 200 pairs over a range of roughnesses and gas pressures. Three different 
types of gases, helium, argon, and nitrogen, were employed as the interstitial gas. 
The comparison between the theory and the measured values of gap conductance 
shows excellent agreement. 

1 Introduction 
Heat transfer through interfaces formed by the mechanical 

contact of two solids has many important applications, such 
as in heat exchangers, microelectronic-chip cooling, and nu
clear fuel-temperature control. One of the fundamental (and 
perhaps most important) studies in contact heat transfer in
volves the contact of two surfaces that are flat but micro
scopically rough. 

Typically heat transfer through contact interfaces is asso
ciated with the presence of interstitial gases/fluids. Under such 
conditions, the rate of heat transfer across the interfaces de
pends upon a number of parameters: thermal properties of 
solids and gases/fluids, surface roughness characteristics, ap
plied mechanical load, microhardness characteristics of solids, 
etc. Because of the large number of parameters involved, nu
merous attempts by various researchers to model the thermal 
gap conductance have not been completely successful. While 
analytical models tend to neglect some of the important pa
rameters, experimental correlations are valid only for limited 
ranges of these parameters (Shlykov, 1965; Veziroglu, 1967; 
Rapier et al., 1963). Often, the disagreement between the meas
ured and predicted values of the conductance is found to be 
in the order of magnitude of the experimental values. 

In the present paper various effects on the gap heat transfer 
are examined, using a rarefied gas kinetic theory and an ac
curate gap conductance model (Yovanovich et al., 1982). Also 
presented here are accurate gap conductance measurements 
obtained for interfaces formed by the contact of a bead-blasted 
surface and a smooth lapped surface. Helium, argon, and 
nitrogen were used as the interstitial gases with Stainless Steel 
304 pairs and Nickel 200 pairs. Contact pressure was main
tained at a very low level (0.4-0.6 MPa), so that the contri
bution of the contact conductance to the total (joint) 
conductance is small. Gas pressure was varied over 10 to 700 
torr to study the effect of gas rarefaction on gap conductance. 
The model of Yovanovich et al. (1982) is verified using the 
experimental measurements. The comparison between the pre
dicted and the measured conductance values shows excellent 
agreement. 

2 Review of Contact Interface Heat Transfer 

2.1 Conductance Definitions. Heat transfer through in

terfaces formed by the contact of two nominally flat sur
faces, when radiation effects are neglected, takes the following 
form: 

Qj=Qc+Qg (1) 

where Qc, Qg, Qj are the rates of heat transfer through the 
solid contact spots, through the interstitial gas layer, and the 
total rate of heat transfer, respectively. The conductance is 
introduced in the same manner as the film coefficient in con-
vective heat transfer: 

Q/Aq 
AT h = " 

where h is the conductance, A7" is the effective temperature 
difference across the interface, and Aa is the apparent contact 
area. 

2.2 Gap Conductance. The earliest and simplest form of 
gap conductance models (Cetinkale and Fishenden, 1951; 
Fenech and Rohsenow, 1959; Laming, 1961; Shlykov and 
Ganin, 1964) assumes that the contact interface gap may be 
represented by two parallel plates separated by an effective 
gap thickness 5. The gap conductance h, is modeled as 

g 5 (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1992; 
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Thermal Packaging. Associate Technical Editor: L. S. Fletcher. 

where the effective gap thickness, 5, depends upon the rough
ness characteristics of the two surfaces, the contact pressure 
and the microhardness. These models, however, ignore the 
effect of the contact pressure upon the gap thickness. The 
effective gap thickness 6 is estimated by correlating the gap 
conductance measurements in terms of the surface roughness, 
typically the sum of the centerline averages (CLA) of the two 
surfaces. 

The magnitude of the effective gap thickness of contact 
interfaces is typically of the range 0.1 < 5 < 100 ixm. When 
the physical size of the gas layer, through which the gas con
duction takes place, is comparable to the level of the gas mo
lecular movement, the continuum assumption of the gas 
medium is no longer valid. This effect is commonly referred 
to as "rarefied gas" heat conduction. 

This effect results in retardation of the heat transfer, and 
is often modeled in the form of a distance serially added to 
the physical heat flow path (Henry, 1964; Veziroglu, 1967; 
Yovanovich, 1982): 

"'-£* (3) 
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The gas parameter, M, depends upon the gas type, gas pressure 
and temperature, and the thermal accommodation coefficient 
(a measure of the energy exchange between the gas molecules 
and the solid surfaces). This parameter, which will be discussed 
in detail in Section 3, can vary in the order of the magnitude 
of the effective gap thickness, 8. 

The manner in which the gas rarefaction effect is modeled 
has not been agreed upon, as there appear to be a number of 
different approaches (Rapier et al., 1963; Lloyd et al., 1973; 
Garnier and Begej, 1979; Mentes et al., 1981; Loyalka, 1982). 
Furthermore, it is difficult to'obtain an accurate estimate of 
the thermal accommodation coefficient (TAC), which is a pa
rameter of critical importance in rarefield gas heat transfer. 
Most of the authors involved with contact interface gap heat 
transfer research have relied upon TAC measurements ob
tained in environments much different from the contact sit
uations, and these estimates within themselves showed a great 
deal of uncertainties. There appears to be no previous serious 
effort taken to estimate TAC directly within the environment 
of the contact interface heat transfer. 

Instead of making parallel-plate assumptions (Eqs. (2) and 
(3)), several authors (Shvets and Dyban, 1964; Shlykov, 1965; 
Popov and Krasnoborod'ko, 1975) took the approach of rep
resenting the geometry of the interface gap by correlating the 
surface height distributions obtained from several machined 
and ground surfaces. Dutkiewicz (1966) took a statistical ap
proach by assuming that the roughness heights of the contact 
surfaces are distributed according to the Gaussian model, and 
presented tabulated results for the gap conductance predictions 
(with some restriction in the range of the surface height dis
tributions). 

Yovanovich et al. (1982), also assuming Gaussian distri
bution of the surface height, developed a gap conductance 
model in an integral form. In this model the effect on the 
deformation of the gap due to the contact pressure is taken 
into consideration. The development of the model is presented 
(briefly) here since this model is later modified and used ex
tensively in the present work. 

The integral model for the gap conductance, which is de
noted in the present work as the YIGC (Yovanovich Integral 
Gap Conductance) model, takes into consideration the vari
ation in the local gap thickness due to the surface roughness. 
The model assumes that the temperatures of the two surfaces 
in contact are uniform at T\ and T2, and the entire interface 
gap consists of many elemental flux tubes of different thermal 
resistance. The resistances of these elemental flux tubes are 

K = 
\I2TT a ^o 

d{t/a) (4) 

then connected in parallel to result in the overall gap con 
ductance in an integral form: 

exp[-(Y/o-t/a)2/2] 

/2iroJo (t + M)/o 

where / = length of the elemental flux tube or the local gap 
thickness; M = gas parameter to be discussed in Section 3; ke 

= thermal conductivity of the gas; Y= mean plane separation 
distance or effective gap thickness. The term t + M may be 
regarded as the effective heat flow distance of the local ele
mental flux tube. 

3 Rarefied Gas Heat Transfer Between Parallel Plates 

Gas conduction in the contact interface is a complex phe
nomenon mainly due to the statistical nature of the gap ge
ometry. In addition, the uncertainty associated with the present 
understanding of rarefied gas heat transfer, which arises from 
the small size (comparable to the gas molecular movement 
level) of the gap thickness, makes it difficult to model the gap 
gas heat transfer accurately. Here, the case of the rarefied gas 
conduction between two smooth parallel plates is considered 
and the accuracy of a single parallel-plate, heat transfer model, 
which numerous researchers have incorporated into their con
tact interface gap conductance models, is verified with exper
imental data. The contact interface gas conductance may then 
be examined in relation with the parallel-plate case. During 
this analysis, a pair of important dimensionless parameters will 
be introduced. 

3.1 Heat-Flow Regimes. Conduction heat transfer 
through a gas layer between two noncontacting parallel plates 
is commonly classified into four heat-flow regimes; continuum, 
temperature-jump, transition, and free-molecular (Springer, 
1971). A convenient parameter that characterizes the regimes 
is the Knudsen number, defined as: 

Kn = - (5) 

where A is the molecular mean free path and d is the distance 
separating the two plates. 

In the continuum regime (Kn « 1), the heat transfer be
tween the plates takes place mainly through the collisions of 
the gas molecules. The rate of heat transfer in this regime is 
independent of the gas pressure, but varies with the gas tem
perature. Fourier's law of conduction can be used in this re
gime. 

Nomenc la ture . 

Aa = apparent area of contact 
CLA = centerline average surface 

roughness 
d = gap thickness 
/ = dimensionless term in Eq. 

(13) 
G = dimensionless gap resistance 

_ JSL. 
hgd 

h = J Q/Aa conductance = — — 
AT 

Kn = Knudsen number = A/d 
kg = thermal conductivity of gas 
L = sample trace length 

2 - T A Q 
M = gas parameter 

2 - T A Q , 
TAC, 

TAC, 
:/3A 

M-+ = 

P = 
Pg = 
Pr = 

Q = 
Q = 

RP = 
T = 

TAC = 

AT = 

t 
Y 

gas rarefaction parameter = 
M/d 
apparent contact pressure 
gas pressure 
Prandtl number = cp/i/k 
heat transfer rate 
heat flux = Q/Aa 

maximum peak height 
temperature 
thermal accommodation coef
ficient 
effective temperature differ
ence across interface = 
Ti-Ti 
local gap thickness 
mean plane separation, effec
tive gap thickness 

7 = ratio of specific heats = 
Cp/Cv 

8 = effective gap thickness 
e = emissivity 

A = molecular mean free path 
A0 = at reference temperature and 

pressure 
a — rms surface roughness 

Subscripts 

1, 2 
c 

FM 
g 
J 

surfaces 1 and 2 
contact 
free molecular 
gas 
joint 
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As the gas pressure is reduced, the intermolecular collisions 
become less frequent, and the exchange of energy between gas 
molecules and the plates starts to affect the heat transfer rate 
between the plates. Typically characterized by the Knudsen 
number range of 0.01 < Kn < 0.1, the heat flow under this 
conditions exhibits a "temperature-jump" behavior (Kennard, 
1938). In this regime, the heat exchange of energy between the 
gas molecules and the plate wall is incomplete, and, as a result, 
a "discontinuity" of temperature develops at the wall-gas 
interface. 

At the extreme end of Very low gas pressure (or high gas 
temperature), intermolecular collisions are rare, and the es
sential mechanism of heat transfer in this regime is the exchange 
of energy between gas molecules and the plates. This heat-flow 
regime, typically with Kn > 10, is called the "free-molecular 
regime." 

Between the temperature-jump and the free-molecular re
gimes is the "transition regime," in which intermolecular col
lisions and the energy exchange between the gas molecules and 
the plate walls are both important. The Knudsen number range 
for this regime is typically 0.1 < Kn < 10. 

3.2 Simple Kinetic Theory Models. For the temperature-
jump and the free molecular heat-flow regimes, there exist 
simple models for heat transfer through gases between two 
parallel isothermal plates. These models assume that the gas 
molecules are in thermal equilibrium and obey Maxwell's ve
locity distribution law. The heat transfer rate is modeled in 
terms of the gas molecular mean free path, and thus these 
models are sometimes referred to as "mean free path models." 

When Maxwell's theory for temperature-jump distance is 
employed, the conduction between two parallel plates for the 
temperature-jump regime may be modeled as (Kennard, 1938): 

* = ̂ ( 7 W 2 ) (6 ) 

where T\ and T2 are the uniform temperatures of the two plates, 
and q is the heat flux. The gas parameter, M is defined as: 

, /2-TACi 2-TAC2 \ / 27 \ I \ \ 

where 
TAC), TAC2 = thermal accommodation coefficients corre
sponding to the gas-solid combination of plates 1 and 2, re
spectively; 7 = ratio of specific heats; Pr = Prandtl number; 
A = molecular mean free path. The thermal accommodation 
coefficient (TAC) depends upon the type of gas-solid com
bination, and is, in general, very sensitive to the condition of 
the solid surface. It represents the degree to which the kinetic 
energy of a gas molecular is exchanged while in collision with 
the solid wall. 

The gas parameter, M, which has the unit of length, rep
resents in Eq. (6) the temperature-jump distances for the two 
plates. It is of the order of the gas mean free path, which in 
turn varies proportionally with the gas temperature and in
versely with the gas pressure (A is inversely proportional to 

The heat flux in the free-molecular regime was modeled by 
Knudsen (Kennard, 1938): 

< 7 ™ = M ( r ' " r 2 ) (8) 

It is observed from this model that the heat flow in the free-
molecular regime is independent of the distance separating the 
two plates. Furthermore, the heat flux qFM is inversely pro
portional to M and thus is directly proportional to the gas 
pressure. 

The heat transfer mechanism of the transition regime is very 
complex, and there is no simple theory for this regime. 

Journal of Heat Transfer 

3.3 Interpolated Simple Kinetic Theory Model. Yovano-
vich (1982), in developing his approximate expression for hg 
(Eq. (3)), assumed that Eq. (6) effectively represents the heat 
transfer for all four flow regimes. This assumption seems rea
sonable since for the continuum regime the gas parameter, M 
is negligibly small compared to d, and as the Knudsen number 
increases M begins to affect the term kg/d+M. In the free-
molecular regime, Eq. (6) effectively reduces to the free-mo
lecular model, Eq. (8). 

Various other researchers, in developing models for the gap 
conductance, have assumed this interpolated form for the rare-
fied-gas heat transfer. In the present work, Eq. (6) is referred 
to as the interpolated simple kinetic theory (ISKT) model. It 
will be seen in the following sections that this model provides 
an accurate representation of heat transfer for all conduction 
regimes of the parallel-plate configuration. Also, there exist 
some approximate solutions of the Boltzmann transport equa
tion (Liu and Lees, 1961; Bassanini et al., 1967), and the ISKT 
model is in very good agreement with these solutions. 

3.4 Comparison of ISKT Model With Experimental 
Data. The ISKT Model (Eq. (6)) may be written in terms of 
two dimensionless parameters as: 

G = M+ + \ (9) 

where 

hsd 
and 

The dimensionless gap resistance, G, may be interpreted as the 
ratio of the rarefied gas resistance to the continuum resistance. 
The dimensionless parameter, M+ , represents the degree of 
gas rarefaction, and accordingly it is here referred to as the 
rarefaction parameter. It is important to note that all exper
imental data discussed in this section essentially form one curve 
when normalized to these parameters. 

Teagan and Springer (1968) made measurements of heat 
transfer between parallel plates using argon (0.06 < Kn < 5) 
and nitrogen (0.03 < Kn < 0.5). Two aluminum plates of 
25.4 cm diameter were used with a gap distance of 0.13 cm 
separating them. Braun and Frohn (1976, 1977) used stainless 
steel plates of 27.5 cm diameter and 1 cm gap spacing to 
measure the heat transfer through helium and argon. The 
Knudsen number range covered for the helium measurements 
was 10~4 < Kn < 2 and for the argon, 10~4 Kn < 1. 

Figure 1 shows the measured values of G in comparison with 
the predicted values of the ISKT model (Teagan and Springer 
reported their measurements in the form of Q/QPM against 
1/Kn, and Braun and Frohn, Q/Qcomimmm against 1/Kn). It is 
seen from the figure that, for the wide range (nearly five orders 
of magnitude) of M+ covered by these authors, the agreement 
between the predicted values of G and the measurements is 
excellent. It is important to observe that the ISKT model is 
also valid for the transition regime. 

Two major conclusions concerning the rarefied-gas heat 
transfer between parallel plates may be drawn as a result of 
the preceding study: 
• The ISKT model accurately predicts the heat flow rate for 

all conduction regimes. 
• The heat flow rate, when normalized to G (dimensionless 

gap resistance), depends upon one parameter, M+ (rare
faction parameter). 

4 Contact Interface Gap Heat Transfer 

4.1 Effect of Surface Roughness on Gap Conduct
ance. Rarefied gas conduction between parallel plates may 
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Fig. 2 YIGC model in terms of G and M+ 

be considered as the limiting case of the contact interface gas 
conduction as the surface roughness diminishes. The degree 
of the roughness effect upon the gap conductance has not been 
clearly understood. The integral gap conductance model 
(YIGC) provides an excellent description of the effect due to 
the surface roughness. 

The YIGC model may be written for the dimensionless re
sistance, G, in terms of the gas rarefaction parameter, M+, 
as: 

kg 
' h„Y~ 

2ir 

e x p | - (Y/a -t/af/2] 
(10) 

(t/a)/(Y/a) + M+ d(t/a) 

where G and M+ are defined in Eq. (9) with d replaced by the 
effective gap thickness Y. 

The dimensionless resistance G, according to the YIGC 
model, depends on two parameters, M+and Y/a: 

G = G(M+, Y/a) (11) 
As discussed in the previous section, the parameter M+ ac
counts for the gas rarefaction effect, and it is independent of 
surface roughness. According to the YIGC model, the surface 
roughness effect appears in the form of the ratio of the effective 
gap thickness to the rms roughness. 

Figure 2 shows, in terms of the parameters G and M+, the 
YIGC model (Eq. (10)) along with the ISKT model (Eq. (9)) 
of the parallel-plate gas conduction. The YIGC and ISKT 
models are essentially equivalent for the region of large M+ 

(M+ > 1), and also for smooth surfaces (large Y/a). The par
allel plates may be considered to be associated with negligible 
surface roughness, and thus the corresponding Y/a value would 
be very large. Therefore, lower G values of YIGC model (com
pared to those of ISKT) may be interpreted to be due to the 
surface roughness effect. The surface roughness effect is sig
nificant only in the region of small M+ (M+ < 1). Near the 
continuum regime (lower end of M+) the surface roughness 
effect, for the normal range of Y/a (2.0 < Y/a< 4.0) is seen 
to produce about 40 percent enhancement in the gap con
ductance (compared to the perfectly smooth surface with the 
same effective gap thickness Y). 

The gas rarefaction effect, which depends upon the rare
faction parameter M + is shown as an increase in the dimen
sionless resistance G. For the range M+ > 1, the gap heat 

transfer does not appear to depend upon the surface roughness, 
and thus the gap conductance in this regime (and only in this 
regime) may be effectively estimated as: 

*• = ]£? (12) 

The analysis presented in this section based on the YIGC model 
reveals several important aspects of the gap conductance: 
• The dimensionless gap resistance G represents the relative 

magnitude of the gap resistance in reference to the resist
ance associated with the gas layer (in the continuum con
duction regime) between the parallel plates. 

• The gap conductance, when normalized to G, is influenced 
by two effects: the gas rarefaction and the surface rough
ness. These effects are characterized by the dimensionless 
parameters M+ for the gas rarefaction and Y/a for the 
surface roughness. 

• In the region M + > 1, the influence on the gap conductance 
of the surface roughness effect is negligible. 

4.2 Simplified Expression for YIGC Model. Equation 
(10) is in an integral form, and its evaluation requires numerical 
integration. The integral was correlated by the first author to 
yield the following simple expression: 

G(M+, Y/a)=f+M+ (13) 

where 

0.304 2.29 
/ _ + ( y / a ) ( l + M + ) _ ( ( 7 / f f ) ( l + M + ) ) 2 

For the range 2.5 < Y/a and 0.01 < M+, the maximum 
difference in G values computed by the simple expression and 
the integral model (Eq. (10)) is about 2 percent. When M+ is 
very small (continuum regime), Eq. (13) becomes independent 
of M+and reduces to: 

^ ~ /continuum V * T ) 

where 

/ c continuum = i + -
0.304 2.29 

Y/a (Y/af 

This expression should be useful for applications where the 
interstitial fluid is liquid or grease. 
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5 Effective Gap Thickness 
A critical part of the gap conductance model is to predict 

the effective gap thickness of the gas/fluid layer in the contact 
interface accurately. This is a difficult task mainly because 
there are many parameters that influence the gap thickness, 
e.g., surface roughness characteristics, mechanical load, and 
microhardness characteristics. Here the effective gap thickness 
is defined as the separation distance of the mean planes between 
two surfaces, and is given the symbol Y. The effective gap 
thickness Y increase with the surface roughness, and it de
creases with increase in the mechanical load. 

Yovanovich et al. (1982) developed an effective gap thickness 
model, which takes into consideration the effects of surface 
roughness and the mechanical load. The model assumes that 
the distribution of the surface roughness height is Gaussian, 
and inherent in this assumption is that the range of the surface 
height is unbounded. This implies that, hypothetically, under 
an extremely light load condition the effective gap thickness 
Y would take on a very large value. In reality this is not valid, 
especially for the contact of a rough and a smooth surface, 
because under the zero-load (or near the zero-load) condition 
the effective gap thickness for the contact of the real surface 
would correspond to the largest value of the surface height 
(from the mean plane of the rough surface), which would be 
the height of the highest peak. The increase of mechanical load 
from the zero-load condition results in the reduction of the 
effective gap thickness, and thus the increase in the gap con
ductance (Song et al., 1989). 

In the present work, the contact of a rough and a smooth 
surface under very light mechanical load is considered, and 
the effective gap thickness is estimated as the maximum peak 
height of the rougher surface. The maximum peak height, Rp, 
is defined (Dagnall, 1980) as the height of the highest point 
of the profile above the mean line within the trace length L. 
The maximum peak height is an extreme value characteristic 
of the surface roughness, and thus, unlike other roughness 
parameters, such as the rms height {a) or the centerline average 
height (CLA), it depends upon the trace length (Rp increases 
with L). Therefore for an estimate of the effective gap thickness 
at light loads, Rp should be measured based on sufficiently 
long trace lengths. 

The normalized value of the maximum peak height, Rp/a, 
is of great interest in the present work, since it provides an 
estimate for the relative effective gap thickness (Y/o) at light 
mechanical pressure. There appears to be a trend that Rp/a of 
real surfaces in general decreases with increase in surface 
roughness (Rupert, 1959; Tsukada and Anno, 1975). 

6 Experimental Program 

6.1 Test Apparatus. A pyrex bell jar and a base plate 
enclose the test column (Fig. 3) consisting of the heater block, 
the heat meter, the upper and lower test specimens, the heat 
sink, and the load cell. The gas pressure inside the chamber 
was controlled by the vacuum system, which consisted of a 
mechanical pump connected in series with an oil diffusion 
pump. This system provided a vacuum level lower than 10~5 

torr. The brass heater block with two pencil-type heaters pro
vided the maximum combined power of 200 W. Cooling was 
accomplished with an aluminum cold plate, which, in turn, 
was chilled by a closed-loop thermobath. Axial load was ap
plied to the test column via a level system, which was activated 
by a diaphragm-type air cylinder. The mechanical load was 
measured by a calibrated load cell. A metal diaphragm type 
of gage was used to measure gas pressure inside the test cham
ber. The uncertainty associated with the gas pressure meas
urement was within 0.5 torr. Temperature measurements were 
made with 30 gage type "T" copper-constantan thermocou
ples. Data acquisition and reduction were performed under 
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TOP PLATE 

STEEL BALL 
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UPPER TEST 
SPECIMEN 
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LOWER TEST 
SPECIMEN 

LOWER HEAT 
FLUX METER 

COLD PLATE 

LOAD CELL 

STEEL BALL 

BOTTOM PLATE 

BELL JAR 
BASE PLATE 

Fig. 3 Experimental setup 

the control of a PC. The mechanical loads and the heater levels 
were adjusted through the computer. 

6.2 Test Specimens and Gases. Test specimens of Stain
less Steel 304 and Nickel 200 (Table 1) were prepared from 
commercial bars. The specimens were machined to cylindrical 
shape of 25 mm diameter and 45 mm long. For each specimen, 
six holes of 0.64 mm diameter and 2.5 mm deep were drilled 
for the thermocouples. These holes were located 5 mm apart 
with the first one 10 mm from the contact surface. 

The contact surfaces were prepared by bead-blasting. A 
Talysurf profilometer was used to measure various surface 
roughness parameters. The roughness parameters estimated 
from the profilometer were as follows: a = rms surface rough
ness; CLA = centerline average surface roughness; Rp = max
imum peak height roughness. Typically, three to six traces 
were randomly selected, and the roughness parameters were 
measured over 1 cm trace lengths. 

Three different types of gas, helium, argon, and nitrogen, 
were used in the experiments. Thermal conductivity correla
tions used for the gases were as follows: 

Helium 
^(W/m-K) = 0.145 + 3.24xl0~4Tfor27<r<400°C 

(15) 
Argon 
^(W/m-K) = 0.0171+4.05xlO"5T for 20<r<400°C 

(16) 
Nitrogen 
^(W/m-K) = 0.0250 + 5.84xl0"5Tfor27<r<400°C 

(17) 

The thermal conductivity expressions for helium and nitrogen 
are the correlations of Hegazy (1985) and for argon the tab
ulated values of Gandhi and Saxena (1968) were correlated by 
the first author. The values of TAC for He, Ar, and N2 were 
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Table 1 Ranges of parameters for experiments 
Parameters 

Specimens 
a (pxa) 

RP (jim) 
Rp/a 

/!c(W/m2-°C) 
/i s(W/m2-°C) 

hs/hc 
Ps (torr) 

Kn 
P (MPa) 
Tc (°C) 
A 7 T C ) 

q (kW/m2) 

Exp. No. 1 

SS304 
1.53 
5.55 
3.63 

452 ±25 
711-9660 
1.57-21.4 
9.4^710.9 
0.019-4.2 

0.60 ±0.02 
172±4 

5.8-85.5 
27.7-58.7 

Exp. No. 2 

SS 304 
4.83 
14.7 
3.04 

241 ±3 
460-5150 
1.91-21.4 
9.5-665.0 
0.0078-1.6 
0.47 ±0.02 

168±4 
6.7-105.9 
34.4-55.5 

Exp. No. 3 

Ni200 
2.32 
8.61 
3.71 

1130 ±30 
625-17900 
0.553-15.8 
9.6-697.7 
0.013-2.6 

0.52±0.02 
170±3 

5.5-39.9 
52.7-104.9 

Exp. No. 4 

Ni200 
11.8 
30.6 
2.59 

725 ±30 
417-7830 

0.575-10.8 
9.4-699.7 

0.0034-0.76 
0.38±0.01 

172±4 
12.2-63.8 

55.9-104.1 

a = \j a\ + ai-

Gas 

Helium 
Argon 
Nitrogen 

Table 2 Properties of 

7 
1.67 
1.67 
1.41 

Pr 

0.67 
0.67 
0.69 

gases 

A0 0*m) 

0.186 
0.0666 
0.0628 

Note: A0 values (Kennard, 1938) are at 288 K and 760 torr. 

estimated according to a method proposed by Song and Yov-
anovich (1989). 

The estimated values of TAC are 0.55, 0.90, and 0.78 for 
He, Ar, and N2, respectively. The values of other relevant 
properties of the gases (ratio of specific heats, Prandtl number, 
and molecular mean free path) are shown in Table 2. 

6.3 Experimental Procedures 

Specimen Placement. For the stainless steel tests, two spec
imens, one with smooth and the other with bead-blasted sur
faces, were employed for each test. The specimen with the 
bead-blasted surface was always placed on top of the smooth-
surface specimen. 

For the nickel tests, an Armco iron heat meter was placed 
underneath the smooth-surfaced specimen in order to raise the 
mean interface contact temperature to the level compatible to 
that of the stainless steel tests. The placement of the Armco 
iron also provided a means to confirm correct measurement 
of heat flow rates through the upper and lower specimens. The 
test column was shielded with aluminum foil, and insulated 
with about a 2-cm-thick layer of quartz wool, which was then 
covered again with aluminum foil. 

Test Order. All tests under a gas environment (helium, 
argon, and nitrogen) were preceded by at least one measure
ment under vacuum. 

In general, the tests were performed in the following order: 

(a) at least one vaccum test 
(b) series of helium tests at various gas pressure 
(c) vacuum test 
(d) series of nitrogen tests 
(e) vacuum test 
(f) series of argon tests 

Occasionally, different permutations of the above test orders 
were tried, so that any possible effect on gap conductance of 
the test order for the different gases may be observed. 

Joint Conductance Measurements. The joint conductance 
hj was obtained from the temperature measurements of the 
specimens according to its usual definition: 

Q/Aa hj=-
AT 

(18) 

The heat transfer rate Q was taken as the average value of the 
heat flow rates of the upper and lower specimens. The interface 
temperature difference AT was obtained from the difference 
in the extrapolated values of the temperature of the interface 
from least-square fitted temperature distributions within the 
two specimens. 

The time duration between the establishment of the control 
parameters (gas pressure, load level, and heater level) and the 
measurement was typically 30-120 minutes. In the case of 
"cold" starts, at least three hours of elapse time were allowed 
before the first measurement. 

Before each measurement was made, the change with time 
of joint conductance and the temperature readings from the 
thermocouples were closely monitored. 

Gap Conductance Measurements. Gap conductance meas
urements reported in the present work are based on the dif
ference of the values of joint conductances obtained for the 
gas-environment and vacuum tests. In terms of the conduct
ance coefficients, measured values of hg correspond to the 
following: 

(19) 

where 

(fy)gas = hj measured in a gas environment 

(fy)vacuum = hj measured in a vacuum 

This is the most common means by which experimental values 
of hg are estimated. The values of hg obtained according to 
Eq. (19) most accurately reflect the actual values of hg when 
the contribution of the heat transfer through the contacting 
solid spots is small compared to that through the gas layer. 
Throughout this work, measured values of hg will refer to the 
values obtained according to Eq. (19). The effective gap thick
ness Y was estimated by the maximum peak height Rp of the 
rougher surface of each specimen pair, as discussed in Section 
5. 

6.4 Experimental Uncertainty. The error associated with 
the joint conductance measurement (Eq. (18)) is attributed 
mainly to the uncertainty in the estimate of the heat transfer 
rate Q across the contact interface. The heat loss, as estimated 
by the difference between the heat transfer rates through the 
upper and lower specimens, was as great as 21 percent of the 
mean value for the tests with helium as the interstitial gas. The 
heat loss for the tests with nitrogen was much less (maximum 
11 percent), and was the least with argon (maximum 8 percent). 
The mean value of the heat transfer rates between the upper 
and the lower specimen was used as the estimate for Q in the 
present work, and this implies that the maximum uncertainty 
associated with the hj measurement is estimated to be less than 
10 percent for the tests with helium, 6 percent with nitrogen, 
and 4 percent with argon. For vacuum tests (hj)ncaum is esti
mated to be less than about 3 percent. 
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The radiation heat exchange across the contact interface is 
estimated to be less than 1 percent of the total heat transfer 
rate. The radiative component of the joint conductance, es
timated by assuming two isothermal parallel plates (7\) and 
(T2), diffusive grey surfaces with emissivities et = e2 = 0.2, 
is about 0.9 percent for the case of the lowest hj measurement 
under a vacuum. 

7 Experimental Results 

Stainless Steel 304 Pair Experiments. The roughness of the 
bead-blasted surface for Exp. No. 1(<T = 1.53 jim) is the lowest 
of all bead-blasted surfaces. Due to the low combined rough
ness of the surface pair, an effective gap thickness Y as low 
as 5.6 ^m was obtained. Thus, it was possible to achieve a 
high degree of gas rarefaction (Knudsen number as high as 4.2 
for the helium test at Pg = 9.4 torr). When the results of all 
helium, argon, and nitrogen tests are combined, the gap con
ductance tests for this sample pair span a wide Knudsen number 
range, 0.019 < Kn < 4.2, which nearly covers the continuum, 
temperature-jump, and transition heat conduction regimes. 
Figure 4 shows the comparison between the measured and the 
predicted values of the gap conductances in the form of the 
dimensionless resistance G over a range of the rarefaction 
parameter M + . It is observed from the figures that in terms 
of the two dimensionless parameters M+ and G, the test results 
for the three gases essentially form a single curve and there is 
no longer the need to distinguish between different gases. The 
test results of this specimen pair combined with the three dif
ferent gases cover three orders of magnitude range of the 
rarefaction parameter M+, and for this range, the measured 
values of the gap conductances (or G) agree well with the 
predicted values (Eq. (13)). 

The Knudsen number range covered by Exp. No. 2 (a = 
4.83 urn) is 0.0078 < Kn < 1.6, whose lower end would be 
considered to be well within the continuum regime. The di
mensionless gap resistance results are shown in Fig. 5. 

Nickel 200 Pair Experiments. The thermal conductivity of 
nickel is about 3.5 (at 170°C) times that of stainless steel. Thus 
the contribution to the joint conductance of the contact con
ductance is significantly greater than that of the stainless steel 
contact of similar conditions. The ratio of measured values of 
the joint and contact conductances varies from 0.65 for argon 
at 11 torr to 16.2 for helium at 640 torr. For both argon and 
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nitrogen measurements, the contact conductance contributed 
at least 30 percent of the joint conductance. The gap con
ductance results are in excellent agreement, as shown in Fig. 
6. Even for the argon measurements at Pg = 11 torr (M+ = 
4.0), where the gap conductance is approximately half of the 
contact conductance, the agreement is very good. 

The surface roughness for Exp. No. A (a = 11.8 jim) is the 
highest of all bead-blasted surfaces. Because of the high value 
of a (thus large Y), the lower end of the Knudsen number 
range of the test is situated well within the continuum regime. 
The value of Rp/a (and thus Y/a estimate) for the sample pair 
is 2.59 (compared to 3.63, 3.04, and 3.71 for the samples in 
Exp. Nos. 1-3, respectively). At this low level of Y/a the effect 
on the gap conductance due to the nonuniformity of the local 
heat flow length becomes significant, and this experiment pro
vides a test to verify the modeling of the surface roughness 
effect. The gap conductance results (Fig. 7) are in excellent 
agreement with the theory. The Knudsen number of the argon 

Journal of Heat Transfer AUGUST 1993, Vol. 115 /539 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10* 

e> 

10 

.a io" 
CO 

a 

P 

10 
10 * 1 0 ' 10" 1 0 ' 10" 

Gas Rarefac t ion Parameter M 

Fig. 7 Dimensionless gap resistance results for Exp. No. 4 

test at Pg = 670 torr (M+ = 0.018 in the figure) is 0.0034 and 
the corresponding heat-flow regime may be considered con
tinuum. At this point the predicted and the measured values 
of G are in excellent agreement at 0.80. This seems to suggest 
that the enhancement in the gap conductance due to the non-
uniformity of the local heat flow length (arising from the 
surface roughness) for the particular test surface pair is about 
20 percent. Thus the surface roughness effect, as modeled by 
the present gap conductance theory, may be significant and 
should not be ignored. 

8 Summary 
The accuracy of the simple model (ISKT) for predicting the 

rarefied gas heat transfer between two smooth parallel plates 
was verified through available experimental data. Two im
portant dimensionless parameters, G and M+, were intro
duced. Using the existing gap conductance model (YIGC), two 
predominant effects on gap conductance, gas rarefaction and 
surface roughness, were discussed. For light-load conditions 
it was proposed that the maximum peak height Rp may be used 
to estimate gap thickness. 

Gap conductance measurements for light contacts of Stain
less Steel 304 pairs and Nickel 200 pairs with helium, argon, 
and nitrogen as interstitial gases are presented. The measure
ments were obtained over wide ranges of surface roughness 
and gas pressure. The measured values of gap conductance are 
in excellent agreement with the predictions that use the rough
ness parameter Rp as the estimate for the light-load effective 
gap thickness. It was also demonstrated that for a given contact 
interface geometry (i.e., specified roughness and mechanical 
load) the gap conductance measurements of various gases, 
when normalized to G, depend upon only one parameter M+. 
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Kinetic Theory Analysis of Flow-
Induced Particle Diffusion and 
Thermal Conduction in Granular 
Material Flows' 
The present study on granular material flows develops analytical relations for the 
flo w-inducedparticle diffusivity and thermal conductivity based on the kinetic theory 
of dense gases. The kinetic theory model assumes that the particles are smooth, 
identical, and nearly elastic spheres, and that the binary collisions between the 
particles are isotropically distributed throughout the flow. The particle diffusivity 
and effective thermal conductivity are found to increase with the square root of the 
granular temperature, a term that quantifies the kinetic energy of the flow. The 
theoretical particle diffusivity is used to predict diffusion in a granular-flow mixing 
layer, and to compare qualitatively with recent experimental measurements. The 
analytical expression for the effective thermal conductivity is used to define an 
apparent Prandtl number for a simple-shear flow; this result is also qualitatively 
compared with experimental measurements. The differences between the predictions 
and the measurements suggest limitations in applying kinetic theory concepts to 
actual granular material flows, and the need for more detailed experimental meas
urements. 

Introduction 
The phrase granular-material flows has been used to describe 

dense gas-solid flows in which the particle-to-particle collisions 
govern the bulk behavior (see reviews by Savage, 1984; Camp
bell, 1990; Jaeger and Nagel, 1992). Examples of such flows 
include grain or coal traveling down an inclined chute, the 
mixing of dry food products in industrial rotary blenders, and 
the discharging of particulate material from hoppers and bins. 
In these dry noncohesive solid flows, the gaseous phase plays 
a negligible role in the flow mechanics, and hence the flows 
differ considerably from suspensions of fluidized beds. Instead 
the mechanics of the flow depends on collisional interactions 
between the particles, and between the particles and any solid 
surfaces. As a result the rheology of the flow is complex and 
not well understood. In addition, the appropriate boundary 
flow conditions are unclear, since the particle may slip or roll 
along a solid surface and is not subject to the traditional no-
slip boundary condition. Because of these complications, the 
review by Ahn and Brennen (1991) on granular material flows 
down inclined chutes suggests that predictions for the velocity 
or the density profiles within these flows cannot be calculated 
readily, thus illustrating the lack of fundamental understanding 
for even the simplest of granular material flows. 

In recent years, one method of analysis for the momentum 
transport relations for granular material flows has evolved 
from concepts from dense-gas kinetic theories (Jenkins and 
Savage, 1983; Lun et al., 1984). In applying kinetic theory 
concepts to granular material flows, the term granular tem
perature has been used to quantify the particle kinetic energy 
per unit mass (Savage, 1984; Campbell, 1990); the term evokes 
the similarity drawn between the motion of particles in a gran
ular flow to the motion of molecules in a gas (Chapman and 
Cowling, 1970). Unlike the motions of molecules, the particle 
motion is not self-sustaining since the particle collisions are 
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inelastic. Instead the granular temperature is generated by 
shearing or vibration of the flow, and this kinetic energy is 
then conducted into the bulk of the material. The difficulty 
with applying the kinetic theory analysis to granular flows is 
that the theory depends on many underlying assumptions that 
are appropriate for gas molecules. Among these assumptions 
is that there are only binary particle interactions, the particles 
are smooth with negligible frictional effects, and that the gran
ular temperature is isotropically distributed between its velocity 
components (Campbell, 1990). Although these assumptions 
may not always be appropriate for granular flows, the kinetic 
theory ideas have significantly advanced the development of 
the governing transport relations for granular material flows 
(Ahn and Brennen, 1991). 

In conjunction with many of the transport processes, many 
industries also dry, heat, or cool the granular material while 
the material is flowing (Kunii, 1980; Richard and Raghavan, 
1984; Ferron and Singh, 1991). An important aspect in many 
of these applications is the degree of mixing that occurs in the 
handling of the materials (Clump, 1967). Most modeling ef
forts rely on empirical information that is difficult to apply 
to a range of material flow rates and different types of material 
(Stephens and Bridgwater, 1978; Bridgwater et al., 1985). In 
heat transfer problems, several studies have measured the heat 
transfer coefficient for flows in inclined chutes (Patton et al., 
1986), in vertical channels (Sullivan and Sabersky, 1975), and 
from heat exchanger tubes (Colakyan and Levenspiel, 1984). 
These studies, however, have not investigated the effects of 
the particle mixing on the overall transport rates (Hunt, 1990). 

The focus of the present work is in examining the mixing 
that occurs during a flow of granular material, and the effect 
that the mixing has on any associated heat transfer processes. 
The approach of this work follows earlier granular flow work 
that is based on dense-gas kinetic theories. However, this work 
develops relations for the effective diffusivity and the effective 
thermal conductivity, which results from the local motions of 
the particles. These effects have not been previously investi
gated from a kinetic theory standpoint except for the recent 
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work by Hunt and Hsiau (1990), and Savage (1992). Unlike 
the diffusivity and thermal conductivity for single-phase fluids, 
these granular-flow quantities depend both on the properties 
of the gas and solid phases, and on the flow itself through the 
distribution of the granular temperature. In this sense, the 
diffusion coefficient and thermal conductivity are similar to 
dispersion coefficients in flow through a porous medium (Hunt, 
1990), and to turbulent diffusivities used in Reynolds mixing-
length models. 

The relations developed from the kinetic theory analysis are 
used to estimate experimental results from two recent studies. 
The experiments by Hsiau and Hunt (1992) involved a granular-
flow mixing layer using differently colored glass spheres. The 
experiment was designed to investigate particle diffusion by 
measuring the growth of a mixing layer with downstrean dis
tance. The work by Wang and Campbell (1992) is a heat trans
fer experiment using an annular shear cell. A temperature 
gradient was applied across the cell, and the effective thermal 
conductivity was determined from the applied heat flux and 
the temperature difference between the walls. The comparisons 
between the experiments and theory are qualitative, since the 
granular temperature was not measured directly in either of 
the studies and had to be inferred from other information. 

Development of the Kinetic Theory Analysis 
As described in the introduction, much of the recent mod

eling of granular material flows has been derived from kinetic 
theory analysis of nonequilibrium flows such as found in the 
texts by Chapman and Cowling (1970), Kennard (1938), and 
Present (1958). This section is a brief outline of the kinetic 
theory analysis as developed for granular material flows, which 

is used to develop expressions for the particle diffusivity and 
the effective thermal conductivity. 

Similar to the molecular motion of gases, individual particles 
within a granular material flow may have velocities and as
sociated properties that vary from the mean value. As a result, 
the ensemble averages of local flow properties are determined 
by averaging the single-particle properties over the velocity 
space. Using $ to represent a single-particle property such as 
mass, momentum, or energy at some position within the flow, 
the ensemble average is defined as 

< * > = - ( $ / " ( C ) r f C 
ni 

(1) 

where n is the number density, /(1)(C) is the single-particle 
velocity distribution function, and C is the particle fluctuating 
velocity. The product fm(C)dC represents the probable num
ber of particles per unit volume with a fluctuating velocity 
within the velocity element dC centered at C, where 
dC = dCxdCydCz. The particle fluctuating velocity is found from 
the difference between the local velocity c and the ensemble 
average velocity <c>, C = c - <c>. Note that the ensemble av
erage of the fluctuating velocity is zero, <C> =0 . 

The velocity distribution function is decomposed into a local 
Maxwellian velocity distribution function, / 0 ) (C) and a cor
rection term,/ ( C )(C) (Savage and Jeffrey, 1981; Jenkins and 
Savage, 1983; Campbell, 1990): 

f(0) f»(C)=f">(C)+fc>(C) 

where the Maxwellian term is 
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In Eq. (3), T is the granular temperature, which is defined as 
the ensemble average of the square of the fluctuating velocities, 
r = <C2>/3. The Maxwellian distribution function assumes an 
isotropic distribution of the fluctuating velocity components. 
The correction term is zero if the flow is in equilibrium; how
ever, if a gradient in velocity or granular temperature exists, 
the flow is not in equilibrium and the correction term should 
be included. The magnitude of the correction term is small 
compared with the Maxwellian term, / < C ) (C)« / ( 0 ) (C) . For 
granular flows of slightly inelastic particles, Lun et al. (1984) 
derived a general correction term that applies to homogeneous 
flows with gradients in velocity, granular temperature, or den
sity. 

In granular flows there are two important transport mech
anisms: the streaming or kinetic mode, and the collisional mode 
(Campbell, 1990). The streaming or kinetic mode accounts for 
the transfer of particle properties as the particles move freely 
between collisions. The collisional mode accounts for the trans
fer of the properties during collisions. The streaming mode is 
dominant for dilute flows, which have larger mean-free paths. 
The collisional mode is more important for high-solid-fraction 
flows because of the higher collisional frequency. 

As developed by Chapman and Cowling (1970), the stream
ing transport properties are determined by considering the flux 
of a single-particle property across an imaginary surface within 
the flow. The flux of a single-particle property is evaluated as 
<C#(C)>. The kinetic stress tensor, Pk, is found from the flux 
of momentum; using $(C) = pC yields 

Pk = P<CC) (4) 

Similarly, the flux of the kinetic energy, Tk, is determined using 
#(C)= \/2pC2, which yields 

TkJ-p(C2C) (5) 

Here p is the bulk flow density, and is determined from the 
product of particle mass, m, and the number density, p = mn, 
or from the product of the particle density, pp, and the solid 
fraction, v, p = ppv. 

The collisional contributions are determined by considering 
the rate of transfer of momentum or energy during a binary 
collision, as outlined in dense-gas kinetic theories (Chapman 
and Cowling, 1970). To analyze a binary collision, the pair-
distribution function/^(Ci, C2) is used instead of the single-
particle velocity distribution function. The pair-distribution 
function accounts for the number of pairs of particles 1 and 
2 that are in contact and that have impact velocities within the 
range Ci to Ci + rfCi and C2 to C2 + c?C2. Using the Enskog 
assumption for dense gases, Lun et al. (1984) defined the pair-
distribution function from the product of the single-particle 
velocity distribution function for particles 1 and 2, and a cor
rection factor go(v), 

/ ^ ( d , C2) = g 0 ( . ) / " (C 1 ) / 1 ) (C 2 ) (6) 

The correction factor go(v) in Eq. (6) is referred to as the 
radial-distribution function evaluated when the particles are 
in contact. The radial distribution function equals unity for 
low-density flows and approaches infinity as the flow ap
proaches a packed, rigid state. An empirical form of this radial 
distribution function is given by Carnahan and Starling (1969) 
as follows: 

g0(v)=(2-V)/2{l-v? (7) 
However, for sheared granular flows, the work by Lun and 
Savage (1986) suggests the following form: 

gQ(v)=(\-v/v*Y (8) 
where v* is the maximum shearable solid fraction for spherical 
particles. The radial distribution functions as given by Eqs. 
(7) or (8) assume an isotropic distribution of collision angles 
between the two colliding spheres. 

O @ O © 0 
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© © ^ 

dn2 

dy" 

Fig. 1 • Configuration for the concentration gradient 

For dense systems, the transfer of momentum and energy 
during a collision cannot be neglected. The stress tensor, P, 
and fluctuating energy flux, T, are found from the sum of 
streaming and collisional contributions, 

. P = Pk + Pc (9) 

r = rk + rr (10) 

where Pc and r c represent the collisional contribution to the 
stress tensor and the fluctuating energy flux vector (Lun et al., 
1984). 

Particle Diffusion 
Let the subscripts 1 and 2 denote two groups of spherical 

particles with the same diameter, d, and mass, ml = m2 = m. 
To determine the diffusive flux of particles 1 into particles 2, 
assume that transport by diffusion only occurs in they direction 
as shown in Fig. 1. Then the determination of the mass flux 
is similar to the method used to determine the streaming con
tributions to the stress tensor and the kinetic-energy flux vector. 
The mass fluxes of the two groups of particles are 

m 
CuflHCMd^-Du dn\ 

~dy 
(11) 

m 
-LC2y = j C2yA

1)(C2)dC2= ~D2l~ (12) 

where LCy symbolizes the .y-direction fluctuating velocity in
tegrated over the whole velocity space. Fick's law is used in 
Eqs. (11) and (12) to define the diffusion coefficients, Dl2 and 
D2X. If the velocity distribution function is Maxwellian 
(/ ( c ) = 0), then the diffusive fluxes m.\ and m2 are zero. Because 
of the concentration gradient, however, the flow is not in 
equilibrium and the correction term should be included. For 
nonequilibrium transport in gases, Kennard (1938) added a 
correction term to the Maxwellian distribution function and 
found a nonzero diffusive flux. A similar technique is applied 
here to derive the self-diffusion coefficient for granular ma
terial flows. 

In kinetic gas theories, the Boltzmann equation is used to 
describe the rate of change in the velocity-distribution function 
that results from particle collisions (Chapman and Cowling, 
1970). Similarly, for granular-material flows, the Boltzmann 
equation is used to determine the distribution functions f^ 
and/2

(1). Assuming there are no external forces applied to the 
particles, the Boltzmann equation for particles of type 1 is 

dt + C r V / r " = dt 
(13) 

where the right-hand side represents the change of velocity 
distribution function due to the collisions. For steady-state 
conditions and assuming only variation in the y direction, Eq. 
(13) becomes 

dfP 
' dy " 

a/?1'" 
dt 

(14) 

The general form for the distribution function, Eq. (2), is 
substituted into Eq. (14), and the derivative of the correction 
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term is neglected since/ ( c ) « / ( 0 > . By noting that the collisions 
do not alter the Maxwellian distribution function, and assum
ing that T! is independent of y within the local region of interest, 
Eq. (14) becomes 

C„ 9ft 
' dy (27rT,) 372 exp 2T, 

dnx 

~dy 
ML 

dt 

(c) 

(15) 

As described by Kennard (1938), one method of solving Eq. 
(15) is to substitute for the right-hand side an integral expres
sion for the rate of change of the distribution function. The 
distribution function is then found by solving the integro-
differential equation. A simpler method, referred to as the 
Maxwell-Chapman method as outlined by Kennard (1938), 
involves substituting an assumed form fo r / i ^ ' . Following the 
arguments by Kennard, the form of Eq. (15) suggests repre
sentations for the correction terms: 

fr=A,Clyexp 

fr=A2Clyexp 

2T, 

2T, 

(16) 

(17) 

where A\ and A2 are coefficients that need to be determined. 
Since the particles are identical, the granular temperatures are 
equal, T] = T2 = T. Using Eq. (16) to re-evaluate Eq. (11) yields: 

my 

m 
f5/2(27T)3/2 = 

dri\ 
- A 2 - r dy 

(18) 

A similar expression is obtained for m2. For a flow without a 
net mass flux, m2 is equal to -mu and as a result A2 must be 
equal to —A\. 

To find A\ it is necessary to examine the rate of change of 
EC,j, by collisions. This quantity is determined by multiplying 
the Boltzmann equation by Ciy and integrating over the velocity 
space. From Eq. (15) and using DLC\y to represent the rate 
of change of T,Ciy, 

DLCy 
a/i (c)" 

dt 
dc^rf 

con ^ 
(19) 

The first step to determine DLCly is to examine the effect 
of each collision on the velocity Ciy. To proceed, consider a 
collision between an incoming particle 1 and a scattering par
ticle 2; the particles are of equal mass, smooth, and slightly 
inelastic. By the conservation of linear momentum, the change 
in y velocity of particle 1 is 

C'ly- CXy= - C12j,(l + ep)(\ - cos 0)/4 (20) 

where ' indicates the velocity after collision, Cu is the relative 
velocity vector C12 = Ci — C2, ep is the coefficient of restitution 
between the inelastic particles, and 6 is the angle through which 
C12 is turned during the collision. The next step is to consider 
all possible collisions between the scattering particle 2 and 
incoming particles 1. Using the scattering coefficient of d2/4, 
the fraction of incoming particles 1 per unit area scattered into 
the angle from 8 to d + dd is 2ir(d2/4) sin ddd. The number of 
encounters between the pairs of particles 1 and 2 that result 
in the movement of particle 1 into an angle dd centered at 6 
is found from the product of the scattering coefficient, 2ir(d2/ 
4) sin ddd, the relative velocity, C12, and the pair-distribution 
function, /<2)(Ci, C2)dCidC2. Therefore, the total change in 
ECiy is found by integrating over all possible angles d6 and 
over the velocity spaces dCx and c?C2, 

DLCly = 2Tr — sme\Ci2(C'iy-Cly) 

x/ ( 2 ,(C1 ; C2)dQdCxdC2 (21) 

Equation (21) is evaluated by substituting in Eqs. (2), (3), (6), 

(16), (17), and (20) and neglecting the second-order term, 
/ i ( c > fi(c)- The integral becomes 

DLCly = ~ (A1n2-A2nl)^ic2d2g0M(l+ep)'f
i (22) 

By combining Eqs. (18), (19), and (22) with A2= ~AX and 
n = ri\ + n2, the self-diffusion coefficient is 

D, 
tfVirT (23) 

8(l+ep)ug0(u) 

The same result is also derived using a momentum transfer 
method as outlined by Present (1958). The following is a brief 
outline of this method. Present used a modified Maxwellian 
velocity distribution function: 

/ 1 , ( C )=(2^rF e x p 
C2+(Cy •vy)

2+C2' 

2T 
(24) 

where vy is the diffusion velocity and vy « Cy. Equation (24) 
is linearized, which yields 

/ U ) ( Q = 
(2TTT)J 2 exp 

C 
"2T 

i + ^ c ; (25) 

This correction term has a similar form to the distribution 
function in Eqs. (16) and (17). 

Let M12 denote the average momentum transfer resulting 
from collisions between group 1 and group 2 per unit volume 
per unit time. For slightly inelastic particles of uniform mass, 
the conservation of linear momentum M12 in the y direction 
is 

4 , ,— 
Ml2ty = -(l+ep)d^TrnCmgo(v)nln2(Viy-v2y) (26) 

From Eq. (4), the kinetic normal stress in the y direction is 

Pik.yy = Pi < ClyCly) =mn{i (27) 

If the granular temperature is constant in a small local region 
dy, then the net force acting on group 1 particles is 
dP\k,yy=fnrtdri\, which is equivalent to -dP2k<yr By the con
servation of momentum, 

dPlk,yy=-Mi2<ydy (28) 

Using the fact that the total mass flux is zero, n1v}y= -n2v2y 

and nx + n2 = n, the self-diffusion coefficient is derived, which 
results in the same relation as given by Eq. (23). 

Savage (1992) applied the Einstein relation (McQuarrie, 
1976), which relates the self-diffusion coefficient to the velocity 
autocorrelation function: 

Dn=\\ <C(0)-C(r)>tfT (29) 

where T is a time variable. He followed kinetic-theory argu
ments and assumed that 

<C(0)-C(T)> = <C2>exp(-aO (30) 

where a^1, a relaxation time, is influenced by the average 
momentum change due to collisions (McQuarrie, 1976). When 
Eq. (29) is evaluated, the resulting expression for the diffusion 
coefficient is the same as Eq. (23). 

Equation (23) indicates that the diffusion coefficient in
creases with the square root of the granular temperature. To 
apply the expression to actual flows, the distribution of the 
granular temperature is needed; however, the granular tem
perature is difficult to measure experimentally. The experi
mental study by Hsiau and Hunt (1992) does include 
measurements of the local fluctuating velocities in the flow 
direction. These measurements are used to estimate the mag
nitude of the granular temperature for their experimental con
ditions. 

The experimental work by Hsiau and Hunt (1992) examined 
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particle diffusion in granular flows by measuring the growth 
in thickness of a mixing layer. Differently colored but otherwise 
identical 3-mm-dia glass beads were fed into an upper hopper 
leading to a vertical glass-walled channel. The flow rate in the 
channel was controlled by the opening of the bottom hopper. 
The average solid fraction ranged from 0.59 to 0.64 for all of 
the experiments. The results indicate that the diffusion process 
increased with the flow shear rate. The shear rate was varied 
by changing the spacing and the roughness of the side walls 
and by varying the flow rates. The ensemble averages of the 
local velocities and of the' square of the fluctuating velocities 
in the flow direction across the channel were also measured. 

To determine the mixing layer thickness, Hsiau and Hunt 
used a video camera and a frame grabber board operated by 
a personal computer to digitize the images of the flows. The 
contrast between the two colors of particles was then enhanced 
so that one color appeared black and the other appeared white. 
The distribution of color concentration was calculated after 
averaging a sequence of images. The mixing layer thickness, 
<5, was defined by the distance that the color concentration 
varied from 0.01 to 0.99. Using glass side walls, the thickness 
remained about one particle diameter, indicating almost no 
diffusion. The corresponding velocity measurements showed 
that with the glass walls, the velocity profile was flat, indicating 
negligible shearing of the flow. The one-particle diameter 
thickness, rather than a zero mixing-layer thickness, resulted 
from measurement limitations when the contrast of images 
was enhanced during image processing, and from the finite 
thickness of the splitter plate. With the side walls roughened 
with a layer of particles, the mixing layer thickness increased 
with downstream distance, and was larger in the narrower 
channel and for the higher flow rates. For these conditions, 
the corresponding velocity profiles also indicated that the shear 
rate is higher than that in the wider channel or for the lower 
flow rate. Although the transverse velocities were not meas
ured, the authors concluded that the transverse particle move
ment increased with the shear rate, which yielded the wider 
mixing layers. The measured mixing-layer thicknesses are plot
ted as 8/d versus x/d in Fig. 2. 

Assuming that the flow is steady with no average transverse 
velocity, the diffusion equation for the mixing layer is 

Udx-dy\Dndy 
(31) 

where x is color concentration and u is the ensemble-averaged 
velocity in the flow direction, u=<,cx). This equation is sim
plified by assuming that the local velocity and the diffusivity 
do not vary across the mixing layer. These assumptions are 
consistent with the experimental measurements, which indicate 
that within the mixing layer the velocity distribution is relatively 
flat. Using the subscript m to denote the average properties 
across the maximum mixing layer thickness in the experiments, 
Eq. (31) can be rewritten as 

Umdx~ H'"V (32) 

The boundary conditions for the flow are x—1 when y— <x> 
and x—0 when y— - o°; the initial conditions are at x = 0 and 
y > 0, x = 1, and at x = 0 andy < 0, x = 0. Using these conditions, 
the concentration distribution is evaluated by integrating Eq. 
(32). This yields 

x(x,y) 
1 1 , 

= - ± - e r f 
2 2 \2-

±y 

xd 
Pe (33) 

where the + is for y>0 and the - is for y<0; Pe,„ is the 
Peclet number, Pe„, = u,„d/Dnm, and erf is the error function. 
From this expression, the mixing layer thickness is determined 
as 

— NARROW CHANNEL 

WIDE CHANNEL 

HIGH FLOW RATE 

LOW FLOW RATE 

0 50 100 150 200 250 300 

DOWNSTREAM DISTANCE, x/d 

Fig. 2 The growth of mixing layer thickness, Sid, as a function of down
stream distance, x/d, in the wide and narrow channels for 3-mm glass 
beads. The dashed lines are from the measurements by Hsiau and Hunt 
(1992), and the error bars are for ±one standard deviation. 

d \d Pe, 
(34) 

The granular temperature can be estimated by assuming an 
isotropic distribution in fluctuating velocities. Then the gran
ular temperature is equal to the ensemble average of the square 
of fluctuating velocities in the flow direction, T = u ' 2 , where 

is u'2={Cl). From Eq. (23), Pe; 

Pem = 
umd &(\+ep)[u, 

D 11, m 
—r \VgQ(v) (35) 

From the experimental results, u'm/um is close to 0.15 for all 
the experiments in the rough-walled channel. Equation (7) is 
used to evaluate g0 (v) since the shear rate in the central channel 
is small. Using *> = 0.64 and ep = 0.95 in Eq. (35), the Peclet 
number is estimated as 550. By substituting this value into Eq. 
(34), a mixing layer thickness profile is determined. Since the 
ratios of u'm/um are close to 0.15 for the four experimental 
conditions, only one predictive line is shown in Fig. 2. Due to 
the uncertainty in the initial mixing layer thickness, the the
oretical profiles are started at 8/d= 1 to compare with the 
experimental results as shown in Fig. 2. 

The comparison between the experimental measurements 
and the estimates for the mixing layer thickness based on the 
kinetic-theory diffusivity indicates that the calculations over
estimate the experimental results by 60 to 300 percent. Some 
of the discrepancy may result from the assumptions regarding 
the magnitude of the granular temperature and from the var
iations of the granular temperature within the flow. As pre
viously noted, these quantities were not measured in the 
experiments. 

In addition, Savage and Jeffrey (1981) stated that the radial 
distribution function expressed by Carnahan and Starling (1969, 
Eq. (7)) agrees well with the numerical molecular dynamics 
calculations for solid fractions lower than 0.5, but the value 
is too low for solid fractions greater than 0.5. An underestimate 
of go(v) would result in an overprediction of the diffusivity. 
Equation (8) is proposed as the form of go(v) by Lun and 
Savage (1986) for sheared flows of high solid fraction. If Eq. 
(8) is used for the above calculations, then the kinetic theory 
estimates would underpredict the experimental mixing layer 
thickness by 50 to 90 percent. This comparison illustrates the 
sensitivity of the calculations to the radial distribution function 
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especially for dense flows. An appropriate distribution func
tion for dense flows has not been examined in the literature. 
When the solid fraction is close to that of a packed bed, the 
binary collision assumption used in the kinetic theory model 
may not beappropriate. Instead the particles slide or roll past 
each other, and the rotation of particles may increase the 
diffusive process. In addition, the granular temperature may 
not be isotropic as assumed in the kinetic theory. 

The recent study by Savage (1992) compared the kinetic-
theory diffusivity with the results from a computer simulation 
based on molecular dynamics. Equation (29) was used to cal
culate the self-diffusion coefficients. He used Eq. (7) as the 
form of the radial distribution function in the calculations of 
the kinetic theory. Savage found the self-diffusion coefficients 
determined from the simulation results were from 50 to 200 
percent higher than those predicted by the theory. The devia
tion was especially large for high solid fractions. He noted that 
the deviation may result from the use of the isotropic radial 
distribution function. 

Effective Thermal Conductivity 
Hunt and Hsiau (1990) used mean-free-path arguments to 

develop analytical expressions for the effective thermal con
ductivity for low-density granular flows. They assumed con
stant properties and determined expressions for the effective 
thermal conductivity by integrating over the entire flow field. 
Instead of considering the entire flow with constant properties, 
a small local region is considered here and properties are as
sumed constant in this small region. The effective thermal 
conductivity due to the motion of the particles is developed 
from dense-gas kinetic theory. Since the heat capacity of the 
fluid is much smaller than that of the particles, the heat transfer 
due to the movement of the fluid is neglected. Sun and Chen 
(1988) verified that conduction between particles during col
lisions is negligible because of the short duration of the collision 
time and the small contact area. Therefore, only the heat trans
fer due to the streaming mode is considered for the heat transfer 
study. Thermal radiation is also neglected in the present anal
ysis. 

Consider a particle of thermal conductivity, kp, specific heat, 
cp, total surface area, A, characteristic length, lp, and a heat 
transfer coefficient between the particle and the fluid, h. The 
temperature gradient only exists in the y direction, as shown 
in Fig. 3. For Biot number, Bi = hlp/kp, less than 0.1, the 
lumped system analysis is applied and the energy equation 
becomes 

dT 
mcp— = hA(Tf- T) (36) 

where T is particle temperature and Tf is the local temperature 
of the surrounding fluid. As shown in Fig. 3, consider a particle 
initially at the fluid temperature 7} that moves a short distance 
/ to a new position with fluid temperature T0=Tf+ly( dT/dy), 
where ly is the y component of /. Assuming that Cy is constant 
in this small local region and using t as a characteristic time 
equal to ly/Cy, the particle temperature becomes 

T= T0 - Cya— [1 - exp( - L/aCy)} 
dy 

(37) 

where a = mcp/hA. The group ly/aCy = thA /mcp is the product 
of the Biot number and the Fourier number, where the Fourier 
number is Vo = kptA/lpmcp. When the particle Biot-Fourier 
number is small, B i F o « 1, Eq. (37) reduces to 

T-T0=-L 
dT 
dy 

(38) 

The excess energy carried by the particle to this position relative 
to the surrounding fluid is Ae = -mcply(dT/dy). The length 

dy 

Fig. 3 Configuration for the thermal energy flux 

ly is found from the mean-free path, \ , and the angle £ between 
C and the y axis, L -\ cos £. Therefore, 

dT 
Ae = — mcpk cos £ 

dy 
(39) 

Similar to the streaming transport relations, the heat flux in 
the y direction is found by integrating the product of Cy and 
the excess energy carried by particles over the entire velocity 
space: 

qy = n(AeCy) = AeCyf
m(C)dC (40) 

By substituting Eqs. (2) and (39) into Eq. (40) and noting that 
the product of AeC,, and the correction term of velocity dis
tribution function is an odd function, Eq. (40) becomes 

qy= -^^mnCpW"-^ (41) -^mncp\?
W2— 

3 V T dy 

The next step is to find the mean free path by using techniques 
from dense-gas theory. Let k represent the vector from the 
center of particle 1 to particle 2. Then d2(Cn-k)dk is the 
oblique volume in which particle 2 will collide with particle 1 
per unit time for particles 1 and 2 with the relative position 
vector between k and k + rfk (Chapman and Cowling, 1970). 
The collision frequency is 

-1 (Cu-k lT ' ld , ^dkdCrdd 
C i 2 k > 0 

= 4« 2 ^ 0 ( " )V^rT (42) 

The collision interval, which is the mean time between two 
successive collisions, tc, is 

n 
tc = -r = -

1 

i 4nd2go(i>)y/irt 
(43) 

The mean-free path is the product of the mean absolute velocity 
C and the collision interval, tc, so 

\ = Ctc = 7 = (44) 
4/KTgo W V T T 

where C in Eq. (44) is defined as 

C= [ CfmdC = _ (45) 

By introducing Eq. (45) into Eq. (44) and using v = vnd3/6, 
the mean free path is 

d 

6\f2vg0(v) 

Finally, the local heat flux is determined, 

Qy = 
pcp 

9\fw vgo(v) 

and the effective conductivity Xreff is 

pcp d 

,_dT 

dy 

•k.f( = 
9\fir vgoi") 

(46) 

(47) 

(48) 
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Fig. 4 Comparison of the theoretical predictions for the apparent Prandtl 
number with the experimental shear-flow measurements of Wang and 
Campbell (1992) 

The expression for the effective conductivity is similar to that 
for the diffusion coefficient since each increases with d and 
T l / 2 and decreases with ga{v). 

The recent experiments by Wang and Campbell (1992) meas
ured the effective thermal conductivity of a granular flow. 
Their experiment involved an annular Couette shear cell in 
which the rotating surface was heated, and the stationary sur
face was cooled. Wang and Campbell operated their experi
ment for solid fractions ranging from 0.1 to 0.5, and for four 
different types of particle: steel shot (d=2.2 mm) and three 
sizes of glass bead (d= 1.9, 3.0, and 3.75 mm). The temper
atures of the plates and the input heat flux were measured. 
The effective thermal conductivity of the flow was determined 
by balancing the heat conducted by the flows and the heat 
dissipated due to the shearing process with the appropriate 
heat input boundary condition. In addition, force transducers 
were used to determine the shear force on the materials. The 
apparent viscosity coefficient, n, was calculated from the shear 
stress and shear rate, and then used to define the apparent 
Prandtl number. As shown in Fig. 4, the apparent Prandtl 
number increases with solid fraction, and appears to be in
dependent of particle type and size. 

To compare with the experimental results of Wang and 
Campbell, the granular temperature must be known, but nei
ther the velocities nor the granular temperature were measured 
in the experiment. However, the Prandtl number does not 
depend on granular temperature and can be more easily com
pared by defining an apparent viscosity based on kinetic theory 
results. In the work by Lun et al. (1984), the shear stress 
depends on both the kinetic and the collisional contributions 
and is expressed as 

-dPpg2(p,ep)T
L 

dy 
(49) 

where g2 (p, ep) is a function of solid fraction and the coefficient 
of restitution between particles and is determined from 

gi(v, ep) 
5^PK 

96 
1 1 

y(2-y) go(v) 

8 3r) - 1 64 

5 2 —17 25 

3r? - 2 12, , 
— + — • p g o ( y ) (50) 

where rj = (1 + ep)/2. Using - ^ to denote the term preceding 
du/dy in Eq. (49), the apparent Prandtl number is defined by 

For the flows in Wang and Campbell's experiment, Eq. (8) is 
used as the form of go(v) since the flows are sheared. The 
curves in Fig. 4 are plotted from Eq. (51) using ep= 1 and 0.6. 
The theoretical curves overpredict the results and the discrep
ancy increases with the solid fraction. This comparison suggests 
that the theoretical thermal conductivity is lower than that of 
the experiments for the same apparent viscosity. 

The differences between the experimental results and the 
kinetic theory estimates may be attributed to some of the same 
reasons stated in the diffusion analysis. In addition, it should 
be noted that the height of the annulus in the experiment by 
Wang and Campbell was at most 5.4 cm, which was from 14 
to 28 particle diameters. For this finite-sized annulus, the shear
ing of the flow and the heat transfer near the wall may vary 
significantly from that in the bulk region. Near-wall variations 
may alter the determination of the apparent viscosity and the 
effective thermal conductivity. The analysis also assumes that 
the Biot-Fourier number for the particles is small. An estimate 
can be made using a heat transfer coefficient between a sta
tionary particle and a flowing fluid. Using the collisional in
terval for the time (Eq. (43)), and assuming that the square 
root of the granular temperature is 15 percent of the bulk 
average velocity, the Biot-Fourier number is of the order of 
0.001. Hence the small Biot-Fourier number assumption seems 
to be justified for the Wang and Campbell's experiments. 

Conclusions 

The focus of this work is in developing constitutive relations 
for the particle diffusion coefficient and the effective thermal 
conductivity in granular flows. Using concepts from dense-gas 
kinetic-theory analysis, these transport coefficients are shown 
to depend on the square-root of the granular temperature, the 
particle size and the radial distribution function. The coeffi
cients are used to estimate transport rates in two different 
experimental studies. The comparisons demonstrate that the 
kinetic theory analysis is valuable for developing functional 
dependences for the various flow properties; however, there 
are discrepancies between the kinetic theory estimates and the 
experimental measurements. Several reasons are suggested for 
the discrepancy: the binary collision model, the uniform dis
tribution of particle collisions, and the isotropic distribution 
of granular temperature as assumed in the kinetic theory model. 
These effects are generally not included in the kinetic-theory 
analysis for granular material flows. In addition, there exist 
difficulties in comparing the theory to the experiments because 
fundamental granular flow quantities such as the local density 
or solid fraction are not easily measured. Future work should 
focus on experimental techniques to measure these quantities. 
These measurements would provide a better indication of the 
applicability of kinetic theory analysis for granular flows. 
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E R R A T A 

To the paper "Comparative Studies on Nonlinear Hyperbolic and Parabolic Heat Conduction for Various 
Boundary Conditions: Analytic and Numerical Solutions," by A. Kar, C. L. Chan, and J. Mazumder, 
published in the ASME JOURNAL OF HEAT TRANSFER, Vol. 114, No. 1, February 1992, pp. 14-20. 

1 The title of Table 2 on p. 18: 

Original: Table 2 Temperature field for Case 3 at t = 0.05 for T0 = 9, qa = -1,8 = 0.2, and 
e = 0.2 

Change to: Table 2 Temperature field for Case 3 at / = 0.05 for T„ = 9, q„ = - 7 , 5 = 0.2, and 
e = 20.0 

2 On p. 19 we discuss the results for Case 2: 

Original: We will now present the results for Case 2 (specified heat flux on both ends). In all cases 
presented below, the flux is specified to be 0^3 on the left-hand boundary and - 0.2 on 
the right. 

Change to: We will now present the results for Case 2 (specified heat flux on both ends). In all cases 
presented below, the flux is specified to be 0J5 on the left-hand boundary and - 0 . 2 on 
the right. 

3 On p. 19 we discuss the results for Case 3: 

Original: For Case 3, the temperature is kept at T*/T* = 3.0 at x = 0 and the flux is kept at - 1 . 0 
at x = 1 in this study. 

Change to: For Case 3, the temperature is kept at T*/T* = 3.0 at x = 0 and the flux is kept at - 2 . 0 
at x = 1 in this study. 

McQuame, D. A., 1976, Statistical Mechanics, Harper and Row, New York. 
Patton, J. S., Sabersky, R. H., and Brennen, C. E., 1986, "Convective Heat 

Transfer to Rapidly Flowing, Granular Materials," Int. J. Heat Mass Transfer, 
Vol. 29, pp. 1263-1269. 

Present, R. D., 1958, Kinetic Theory of Gases, McGraw-Hill, New York. 
Richard, P., and Raghavan, G. S. V., 1984, "Drying and Processing by 

Immersion in a Heated Particulate Medium," in: Advances in Drying, Vol. 3, 
A. S. Mujumdar, ed., Hemisphere Publishing, pp. 39-70. 

Savage, S. B., 1984, "Mechanics of Rapid Granular Flows," Adv. Appl. 
Mech., Vol. 24, pp. 298-366. 

Savage S. B., and Jeffrey, D. J., 1981, "The Stress Tensor in a Granular 
Flow at High Shear'Rates," J. Fluid Mech., Vol. 110, pp. 255-272. 

Savage, S. B., 1992, "Disorder, Diffusion and Structure Formation in Gran
ular Flows," in: Disorder and Granular Media, D. Bideau, ed., Elsevier Science 
Publishers, Amsterdam. 

Stephens, D. J., and Bridgwater, J., 1978, "The Mixing and Segregation of 
Cohesionless Particulate Materials. Part I. Failure Zone Formation," Powder 
Technology, Vol. 21, pp. 17-28. 

Sullivan, W. N., and Sabersky, R. H., 1975, "Heat Transfer to Flowing 
Granular Media," Int. J. Heat Mass Transfer, Vol. 18, pp. 97-107. 

Sun, J., and Chen, M. M., 1988, "A Theoretical Analysis of Heat Transfer 
Due to Particle Impact," Int. J. Heat Mass Transfer, Vol. 31, pp. 969-975. 

Wang, D. G., and Campbell, C. S., 1992, "Reynolds' Analogy for Particle 
Flows: The Relationship Between the Apparent Thermal Conductivity and Vis
cosity for a Sheared Granular Material," J. Fluid Mech., in press. 

548 / Vol. 115, AUGUST 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. Bremhorst 
Professor, 

Department of Mechanical Engineering, 
The University of Queensland, 

Queensland 4072 Australia 

L. Krebs 
Research Scientist, 

Kernforschungszentrum Karlsruhe GmbH, 
Institut fur Angewandte Thermo- und 

Fluiddynamik 
7500 Karlsruhe 1, 

Federal Republic of Germany 

Eddy Diffusiwity Based 
Comparisons of Turbulent Prandtl 
Number for Boundary Layer and 
Free Jet Flows-With Reference to 
Fluids of ¥ery Low Prandtl 
Number 
It is shown that turbulent Prandtl numbers for turbulent boundary layer and jet 
flows correlate well if compared on the basis of eddy diffusivity. Experimental data 
for liquid sodium (Pr= 0.0058) lead to a universal expression relating turbulent 
Prandtl number to eddy diffusivity of heat with the same expression applying to 
boundary layer and jet flows. This suggests that the length and velocity scale de
pendence of the turbulent Prandtl number is associated predominantly with the eddy 
diffusivity of momentum. Since turbulent flow codes generally include eddy dif
fusivity of momentum calculations, simple and accurate estimates of eddy diffusivity 
of heat are possible without reliance on a variety of turbulent Prandtl number 
functional relationships for prediction of the temperature field. Available results 
also indicate that turbulent Prandtl number can be set at 0.9-1.0 irrespective of 
molecular Prandtl number, provided that tM/v > 3Pr~' and the structures of the 
mean temperature gradient and mean shear are similar. 

Introduction 
Prediction of heat transfer rates in turbulent flows generally 

centers around the solution of the Reynolds form of the energy 
equation which in its simplest form for incompressible, sub
sonic flows with no internal heat generation is given by 

- dT d r dT 

dXj 0Xj dXj 
(1) 

Difficulties arise because of the need to model eH. A frequently 
used technique is to assume that eH is related to eM through 
the turbulent Prandtl number and that the latter equals 0.9-
1.0 for the more commonly used fluids, such as air and water. 

Considerable interest does, however, exist in applications 
using liquid metals, such as mercury, sodium-potassium eu-
tectic, or sodium. These have much higher thermal conduc
tivities and also much lower Prandtl numbers than air or water. 
Developmental work in sodium cooled nuclear reactors, for 
example, is carried out in models with water as the working 
fluid. Transfer of results from such experiments then requires 
a knowledge of turbulent Prandtl numbers for heat transfer 
predictions. 

Several reviews of the turbulent Prandtl number problem 
are available and include those by Reynolds (1975), Launder 
(1976), Jenkins (1951) and Jischa and Rieke (1979). For very 
low Prandtl number fluids, the latter derived a particularly 
simple relationship by application of the transport equations 
for turbulent heat flux and turbulent kinetic energy. These 
authors showed that 

Pr, = C+ 
Pr 

(2) 

where B is Reynolds number dependent and C is a constant. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1991; 
revision received December 1992. Keywords: Forced Convection, Modeling and 
Scaling, Turbulence. Associate Technical Editor: R. J. Simoneau. 

A direct consequence of this result is that Pr, becomes very 
large for liquid metals. 

A more phenomenological derivation based on the renewal-
penetration model was used with some success by Thomas 
(1970). Cebeci (1973) commenced with the simplified one-di
mensional, unsteady momentum and enthalpy equations with 
unsteady boundary conditions to develop mixing length models 
for eddy diffusivities of momentum and heat. These give the 
turbulent Prandtl number and its dependence on Pr, flow 
velocity and length scale. 

The mixing length used by Cebeci (1973) is the distance from 
the wall, thus making it a wall-based model. The full model 
for a constant total shear stress layer is available in Cebeci 
and Bradshaw (1984) in dimensionless form as 

eM/V = K2y+2U~exp(-y+/A + )]: du+ 

dy+ (m 
eH/V = KKHy+2V-exp(~y+/A + )][l-exp(-y+/B+)]~ 

dy 
Ob) 

+ =-7=2c''(losioprr' 
VPr ,= i 

B+ = 

Pr,= 
K l-exp(-y+/A+) 

KHl-exp{-y+/B+) 

du+ 

dy+ = (2ar'(-l+Vl+4«) 

where A+ = 26, K = 0.4, KH = 0.44, C, = 34.96, 
C3 = 33.95, C4 = 6.3, C5 = -1 .186 , 

(3c) 

Qd) 

(3e) 

C2 = 28.79, 
and a = 

)?• {Ky+?[\-exp(-y+/A 
Selecting typical fluids of interest, namely, liquid sodium 

(Pr = 0.0058), mercury (Pr = 0.02), air (Pr = 0.72), water 
(Pr = 5.7) and water-salt solution (Pr = 14.3), gives the Pr, 
results of Fig. 1. It is seen that Pr has little effect for air and 
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Fig. 1 Turbulent Prandtl number as a function of distance from the 
wall, Eqs. 3(a)-(e). Pr: = 0.0058, = 0.02, - - - = 0.1, 

= 0.72, 5.7, and 14.3 

Fig. 2 Turbulent Prandtl number as a function of eddy diffusivity; sym
bols as for Fig. 1 

the high Prandtl number fluids, although for fluids with Pr 
= 0.1 or less, a significant y+ effect is evident. The effect for 
mercury and liquid sodium is rather dramatic, but is consistent 
with experiment. Na and Habib (1973) used a modified form 
of the Cebeci (1973) model for turbulent pipe flow and found 
good agreement with experimental data for the Pr range 0.02-
14.3. 

Application of the renormalization group procedure to tur
bulent heat transfer in an incompressible fluid has led Yakhot 
et al. (1987) to the universal relationship, Eq. (4), between 
eddy diffusivity of heat and momentum with Prandtl number 
as a parameter. This result contains no wall distance or Reyn
olds number dependence other than that already included in 
the determination of the eddy diffusivity of momentum. 

1 —11793\ °65 /Pr".' + 0.. 1793\ °35 

(4) 
Pr,T 

P r " - 1 . 1 7 9 3 P r " ' + 2.1793 v + eM 

Neither model has been tested for Prandtl numbers below 0.02 
although experimental results using liquid sodium with Pr = 
0.0058 are now available. These are close to the lower Prandtl 
number limit of practical interest. 

Liquid Sodium Data 
Fuchs (1973) measured temperature profiles in fully devel

oped pipe flow with constant wall heat flux at a nominal 
temperature of 220°C(Pr = 0.0071). These gave eH in the core 
region and eM was obtained by use of published velocity field 
data. Sheriff and O'Kane (1981) reported eH and Pr, data for 
point source injection placed on the centerline of fully devel
oped pipe flow at Pr = 0.0071-0.0072. This flow is essentially 
like a free jet in a coflowing stream of the same velocity, thus 
making direct comparison with the boundary layer model of 
Cebeci (1973) difficult. Bremhorst et al. (1989) performed 
measurements in water and liquid sodium with a point source 

using a multibore jet block. As no cross-stream velocity gra
dients existed, direct calculation of a turbulent Prandtl number 
is not readily possible, although eddy diffusivities of heat are 
determinable. Bremhorst and Krebs (1992) extended the latter 
results by significantly reducing the ambient flow surrounding 
the point source flow. The resultant flow is similar to a free 
jet for which Pr, can be calculated from measured velocity and 
temperature profiles but comparison with boundary layer 
measurements is difficult. 

Attempts at scaling these Pr, results with various Reynolds 
numbers proved fruitless. Bremhorst and Krebs (1992) found, 
however, that for liquid sodium (0.0058 < Pr < 0.0072) their 
own data and those of Fuchs (1973), and Sheriff and O'Kane 
(1981) collapsed on to the curve given by Eq. (5) for the range 
of 0.053 < e///a < 3.0. This contains no additional length or 
velocity scale other than that associated with eM. Such a result 
is attractive, as modern computer codes already calculate eM. 
Equation (5) will then give eH, without in fact having to know 
Pr, first. 

p r , = ^ = 1 . 8 e x p ( - 1 . 5 e w / a ) + 0.9 (5) 

Rescaling of Fig. 1 to highlight the eddy diffusivity dependence 
leads to the result of Fig. 2. It should be noted that the y+ 

dependence of Cebeci's wall model is no longer evident, as the 
turbulent diffusivities are now the prime variables. Only the 
molecular Prandtl number enters as a parameter. Conse
quently, jet flow data and wall bounded flow data can now 
be compared easily. Furthermore, direct comparison with the 
Yakhot et al. model of Eq. (4) is also possible. For Pr = 
0.0058, which is being used as representative of liquid sodium 
data, excellent agreement exists between these two quite dif
ferent model results, Fig. 3. 

Furthermore, excellent agreement is also noted between these 
theoretical models and the experimental data represented by 

A + 

B 

B+ 

C 
Q 

c. 
k 

Pr 
Pr, 

Pr,ot 

= 26 
= constant or function of 

Reynolds number 
= function of Prandtl num

ber, Eq. (3c) 
= constant 
= constants for ; = 1 to 5 
= constant in k-e model of 

turbulence 
= turbulent kinetic energy 
= molecular Prandtl number 
= turbulent Prandtl number 
= total Prandtl number 

T = mean temperature 
u+ = mean velocity nondimen-

sionalized with friction ve
locity -

Xj = /th coordinate direction 
y+ = distance from wall nondi-

mensionalized with friction 
velocity and kinematic vis
cosity 

a = molecular diffusivity of 
heat 

e = dissipation rate of turbu
lent kinetic energy 

£M -

<=M,X = 

tH = 
K = 

KH = 
V = 

X+ = 

Subscripts 
water = 

sodium = 

eddy diffusivity of momen 
turn 
eddy diffusivity of momen 
turn evaluated at x 
eddy diffusivity of heat 
0.4 
0.44 
kinematic viscosity 
dimensionless distance = 
y+A + /B+ 

working fluid is water 
working fluid is sodium 
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eH/a 
Fig. 3 Turbulent Prandtl number comparisons for liquid sodium: 

Eq. (5) 
Cebeci model for Pr = 0.0058 

—_• — Yakhot et al., Eq. (4), for Pr = 0.0058 
1 2 jet block data of Bremhorst et al. (1989) 

Eq. (5), Fig. 3. This would suggest that there is no essential 
difference between wall flows and fully turbulent free flows 
as far as Prandtl number dependence is concerned. The wall 
distance in the Cebeci model is, therefore, better considered 
as a turbulent length scale such as is contained in the Prandtl 
formulation of diffusivity as a product of turbulence velocity 
and a length. The small difference between Cebeci's curve and 
Eq. (5) as eH/a increases vanishes at large eH/a, where both 
results tend toward Pr, = 0.9. Whether or not this difference 
is of physical significance would require availability of further 
suitable data. 

The scaling chosen for Fig. 2 highlights another unexpected 
feature, namely that mercury for which the molecular Prandtl 
number is significantly larger than for sodium, yields turbulent 
Prandtl numbers above those for sodium. Thus, a consistently 
increasing trend for Pr, with decreasing Pr at given tH/a does 
not exist even though a monotonic increase in Pr, with de
creasing Pr at a given y+ is noted in Fig. 1. Measurements by 
Brown et al. (1957) for mercury (Pr = 0.02) in fully developed 
pipe flow and by Awad (1965) with sodium-potassium (Pr = 
0.02-0.025) in fully developed pipe flow show turbulent Prandtl 
numbers which are consistent with the above observation. It 
is interesting to note that for a given eH, Pr, is a maximum in 
the range Pr = 0.07-0.08 which is near that of liquid alu
minum. 

The results of Bremhorst et al. (1989) for a point source in 
an essentially shear free flow can be compared with the above 
results in two ways. Firstly, it is readily possible to compare 
values of thermal diffusivities for identical measurements in 
water and liquid sodium which yield the ratio of the respective 
turbulent Prandtl numbers for the two fluids as e//]Water/e//, .sodium 

= Pr/,sodium/Pi7,water since eM, whatever its value, can be made 
the same for both flows if Reynolds number similarity is ap
plied. The second possibility is to calculate a nominal turbulent 
diffusivity based on the k-e model of turbulence, Eq. (6). 

k2 

^M=CII— (6) 

The first approach gives a turbulent Prandtl number ratio 
of 1.57 and 1.48 for a jet Reynolds number of 17070 and 
34140, respectively. In the downstream flow, corresponding 
values of eH/a are 0.17-0.32 and 0.33-0.64 for the two Reyn
olds numbers. Application of Eq. (6) gives 0.72-1.1 and 1.06-
1.64 for the turbulent Prandtl number ratio at these Reynolds 
numbers. Clearly, the latter approach is somewhat dubious as 
extrapolation of Eq. (6) to the zero mean shear case is not 
based on the equations of motion. Nevertheless, quite plausible 
values result. Taking the first approach as more meaningful, 
and accepting Pr, for water (Pr = 5.7) as given by Eqs. 3(a)-
(e), leads to an effective turbulent Prandtl number for the 

liquid sodium case of 1.8 and 1.7 at the two Reynolds numbers. 
These two values are shown in Fig. 3 and are seen to be in 
close agreement with Eq. (5) and the Cebeci model. The limited 
results of Fig. 3 clearly indicate a simple and unique relation
ship between eH and eM irrespective of the type of flow, at least 
for €///« > 0.2. Such a finding is consistent with that of Yakhot 
et al. (1987). 

Reconciliation with the Cebeci Wall-Layer Model 
It may appear that the Cebeci model expressed by Eqs. 3 (a-

e) is at variance with the above finding that eH is a direct 
function of eM. If Eq. 3(a) is rewritten in the general length 
variable x+ = y+A + /B+, then a modified eddy diffusivity of 
momentum given by the Eq. (7) results. 

(^,x/^)°-5 = KXH [l-exp(-x + /̂ 4 

Substitution of Eqs. 3(a) and (7) in Eq. 3(b) yields 

eH/v-(.eM^M,x) I I , . + ..0.5 
K I (A ) V 

(7) 

(8) 

The Prandtl number dependence is contained in B+. eM and 
eM,x are the same function but eM is evaluated at y+ whereas 
eM,x is taken at the modified distance x+ • Equation (8) makes 
the y+ dependence more transparent and shows that eH is 
proportional to the geometric mean of the two eddy diffusiv
ities, CM and eMa, which is consistent with the more general 
result by Yakhot et al. (1987), and that for liquid sodium by 
Bremhorst and Krebs (1992). 

Concluding Remarks 
For fully turbulent flows, new and existing data, especially 

for very low Prandtl number fluids, show the local eddy dif
fusivity to be the main scaling parameter for turbulent Prandtl 
number. Turbulent Prandtl number increases significantly only 
when eH/a < 0.3-0.4 and then only for low Prandtl number 
fluids, such as liquid sodium and mercury or sodium-potas
sium. 

From data presented, it can be seen that Pr, < 1.0 for eH/ 
a > 3.0 irrespective of Prandtl number. Thus, points in the 
flow where eM/v > 3 Pr1 require no correction to, or model 
for the generally accepted value of Pr, = 0.9-1.0. For lower 
values of eM/v, the Cebeci model, or that by Yakhot et al. 
(1987), or Eq. (5) in the case of liquid sodium, gives a good 
representation of turbulent Prandtl number. Although the Ce
beci model is a wall-based one, it has been shown to be con
sistent with the proposition that eH is a direct function only 
of eM and Pr. This leads to the conclusion that the flow length 
and velocity scale information is contained mainly in the eddy 
diffusivity of momentum. If eM is known, the complex func
tional dependencies of turbulent Prandtl number on flow length 
and velocity scales become superfluous for determination of 

For practical purposes, three flow regimes exist. The first 
is for e///a > 3Pr , where Pr, = 0.9-1.0. The second covers 
0.2 < eH/a < 3Pr_1, for which the Cebeci model, or that by 
Yakhot et al. (1987) or Eq. (5) for liquid sodium, gives a good 
prediction for eH from BM- When eH/a < 0.2, molecular con
duction dominates so that uncertainties arising from lack of 
accurate knowledge of turbulent Prandtl number are of little 
consequence. Since commonly used computer codes calculate 
eddy diffusivity of momentum, the above findings relating eH 
to eM can be implemented quite easily and with a large degree 
of certainty. 

Although the present approach gives good correlation of 
available data for liquid sodium, it should be noted that this 
may be due to the similarity of the structures of mean tem
perature gradients and mean shear as shown by Rogers et al. 
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(1989) from direct simulation data. The latter showed that 
when such a similarity does not exist, turbulent Prandtl num
bers can become much less than 1.0. This is a regime not 
contained in the Cebeci model which can yield only turbulent 
Prandtl numbers near unity and above. In view of the exactness 
of direct numerical simulation data, some caution is required 
in the application of Eq. (5) until more experimental data 
become available for flow situations with low Prandtl number 
fluids where similarity between momentum and thermal fields 
is less pronounced. 
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Analytic Prediction of the Friction 
and Heat Transfer for Turbulent 
Flow in Axial Internal Fin Tubes 
An analytic model is developed to predict the friction factors and Nusselt numbers 
for turbulent flow in axial internal fin tubes. The present model uses the Law of 
the Wall and applies the logarithmic universal velocity and temperature profile to 
the interfin and core regions of the flow. The fin shape is assumed trapezoidal, and 
the fin parameters such as fin height, fin root thickness and fin tip thickness are 
determined from the tube dimensional data. Theoretically based friction and heat 
transfer equations are developed for internally finned tubes in an algebraic form. 
The analytic model predicts Carnavos friction data for 11 axial internal fin tubes 
within ± 10 percent, and heat transfer data of air, water, and water-glycol within 
± 15 percent when proper velocity and temperature profiles are used. 

1 Introduction 
The need for high performance heat exchangers has led to 

the development of many types of surfaces that enhance the 
tube-side heat transfer performance of circular tubes. One 
method of augmenting the heat transfer performance is the 
use of internal fins. 

Carnavos (1979, 1980) provides heat transfer and friction 
data for turbulent flow in axial and helical finned tubes. His 
data spanned 0 .7<Pr<25 . He initially attempted to correlate 
the data using the hydraulic diameter concept in the Dittus-
Boelter heat transfer and Blasius friction factor equations. 
Figure 1 shows Carnavos's axial fin data compared with the 
hydraulic diameter correlations. If the helical fin data were 
included, the scatter would be approximately the same as for 
Fig. 1. Figure 1 shows that the correlations poorly predict the 
data. To correlate the data, Carnavos developed empirical 
correction factors to the hydraulic diameter-based correlation. 
The correction factors given by Eqs. (1) and (2) are multiplied 
by the hydraulic diameter-based correlations: 

Ff=f/fh= (Afa/A„)0-5cos°-5e 

Fh = Nu/Nuh=(A/a/Afc)
0A(A„/Aa)°-ssec3d 

(1) 

(2) 

Equations (1) and (2) do not explicitly account for such geo
metric parameters as the dimensionless fin height (e/D) and 
the interfin region aspect ratio (p-t)/e, on which the heat 
transfer and friction characteristics should depend. 

Patankar et al. (1979) used a numerical model to predict the 
heat transfer and friction characteristics of axial internal fin 
tubes. This model employs one empirical constant to fit the 
results with Carnavos's (1979) data. Watkinson et al. tested 
internally finned tubes with turbulent air (1973) and water 
(1975). Their correlation uses the hydraulic diameter with a 
correction factor from Ornatskii et al. (1970). The correlations 
do not agree with those of Carnavos. The literature survey 
shows that the empirical correlation by Carnavos (1979) is the 
best available correlation, based on reliable data for air, water 
and water-glycol mixtures. 

In this study, an analytic model is developed assuming the 
validity of the Law of the Wall across the flow area. The Law 
of the Wall was successfully applied to predict the friction in 
internal fin tubes by Scott and Webb (1981). In this study, 
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Fig. 1 Carnavos's (1979) experimental data 

their model is critically evaluated, and the idea is extended to 
predict the heat transfer in internal fin tubes. In the following 
section, the model will be developed and applied to a smooth 
tube, and then to axial internal fin tubes. 

2 Theoretical Development 

2.1 Smooth Tube. Developed turbulent velocity profile 
measurements in pipe flow in a region outside the viscous 
sublayer (y+ >26) are well described by the universal velocity 
profile, that is, 

(3) u+=2.5lny++5.5 

The velocity profile has been shown to be independent of the 
channel shape or pipe diameter, and thus is often called Law 
of the Wall (Hinze, 1975). The Law represents the velocity 
profile over more than 90 percent of the pipe radius and de
viates only near the pipe center. 

By analogy, the fully developed temperature profile in the 
turbulence-dominating region may be expressed in a similar 
form. 

T+=Aslny++Bs (4) 

Equation (4) describes the temperature profile outside the mo
lecular transport sublayer, and is known as the universal tem
perature profile. The dimensionless thickness of the molecular 
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transport sublayer depends on the Prandtl number of the fluid. 
At moderate Prandtl numbers (Pr = 1), it is approximately the 
same as the viscous sublayer thickness (y+~26). At larger 
Prandtl numbers, the dimensionless thickness gets smaller, and 
at smaller Prandtl numbers, it gets larger. The literature shows 
two temperature profile correlations which are applicable over 
a range of Prandtl numbers—one by Gowen and Smith (1967) 
and the other by Kader (1981). Gowen and Smith measured 
the temperature profile for a range of Prandtl numbers 
(0 .7<Pr< 14), and obtained correlations for As and ft. The 
values of As given by Gowen and Smith (1967) are approxi
mately constant over the Pr range {As=2.5). However, Bs is 
strongly dependent on the Prandtl number, and is given by, 

ft =5 In 
5 P r + l 

30 
+ 8.55 + 5Pr (5) 

Kader (1981) provides a temperature profile of a similar 
form. The applicable range of Kader's correlation, however, 
is much wider (6 x 10~3 < Pr < 4 x 104) than Gowen and Smith's. 
Kader developed the correlation from general similarity ar
guments and fitting with a wide range of experimental data. 
The As value of the Kader's correlation is 2.12 and ft is given 
by 

ft = (3.85Pr1/3-1.3)2 + 2.12 1nPr (6) 

The expressions for As and ft are summarized in Table 1. The 
Nusselt number (or Stanton number) in circular tubes may be 
obtained by integrating the velocity and temperature profiles 
over the pipe cross section 

St = 

RePr 
Nu -A \fr dA (7) 

where 

St = 

r+ = 

h 

pucp 

u+ =u/u* 

(Tw-T)pcpu* 

q 

h = 
(Tw-T) 

The present authors predicted the Nusselt number for flow 
in a smooth tube, and the results are listed in Table 2. The 
friction factor is needed for the calculation of Eq. (7), for 

Table 1 Comparisons between temperature profile correla
tions 

Gowen and Smith (1967) Kader (1981) 

5 In 

2.5 2.12 

' 5 P r + l \ _ _ _ _ _ , /3 

30 
1.55 + 5 Pr (3.85 Pr , /3-1.3)2 + 2.12 In Pr 

Table 2 Comparison between predicted Nusselt numbers for 
a smooth tube 

Re 

10000 
100000 
10000 

100000 
10000 

100000 
10000 

100000 

Pr 

0.7 
0.7 
6.5 
6.5 

13. 
13. 
25. 
25. 

Gowen & Smith 

31.9 
177. 
76.6 

533. 
91. 

657. 
102. 
753. 

Kader 

33.1 
191. 
84.2 

589. 
108. 
777. 
135. 
990. 

Nu 

Petukhov 

29.9 
166. 
82.8 

567. 
108. 
766. 
137. 
996. 

Kader & Yaglom 

32.5 
187. 
78.0 

548. 
102. 
739. 
132. 
966. 

which Blasius friction correlation was used. The Reynolds and 
Prandtl numbers are chosen to encompass Carnavos's (1980) 
internal fin tube test range—Prandtl number 0.7 for air, 6.5 
for water and 25 for water-glycol mixture. Also shown are the 
Nusselt numbers computed from the well-accepted Petukhov 
(1970) and Kader and Yaglom (1972) equations, which are 

St = 
Nu / / 2 

RePr 1.07 + 12.7V//2(Pr2/3 - 1) 
(Petukhov) (8) 

St = 7/2 
2.12 1n(ReV7)+12.5Pr2/3 + 2.12 1n (Pr) - lO. l 

(Kader and Yaglom) (9) 

Gowen and Smith (1967) originally proposed As = 2.2 at 
Pr = 0.7 and As = 2.5 at other Prandtl numbers. However, usage 
of As = 2.5 yields a better agreement with other correlations 
at Pr = 0.7. Thus, As was set to 2.5 throughout the Prandtl 
number range. Table 2 shows that, at moderate Prandtl num
bers (up to Pr = 6.5), the Gowen and Smith based predictions 
agree with the reference correlations better than Kader-based 
predictions. At higher Prandtl numbers, however, the Kader-
based predictions agree much better than the Gowen and Smith 
based predictions. This is expected because Gowen and Smith 

Nomenclature 

A 
Aa 

Afa 
A 

An = 

As = 
b = 

ft = 
cP = 
D = 
D, = 
Dh = 

e = 
/ = 
h = 

k = 
n = 

flow area, m 
actual heat transfer area, m2 

actual flow area, m2 

core flow area based on fin tip 
diameter, m2 

nominal flow area based on 
fin root diameter, m2 

constant used in Eq. (4) 
half the fin spacing, m 
constant used in Eq. (4) 
specific heat, J/kg K 
tube inside diameter, m 
tube diameter at the fin tip, m 
hydraulic diameter, m 
fin height, m 
friction factor 
heat transfer coefficient = q " / 
(Tw-T), W/m2K 
thermal conductivity, W/m K 
number of fins in a tube 

Nu = Nusselt number = hD„/k 
p = fin pitch based on fin root di

ameter, m 
Pi = fin pitch based on fin tip di

ameter, m 
Pr = Prandtl number = \x,cp/k 
q" = heat flux, W/m2 

R = tube radius, m 
Re = Reynolds number = puDh/jjL 
St = Stanton number = h/pucp 

t = fin thickness, m 
T* = dimensionless temperature 

= {Tw-T)pcpu*/q" 
u = velocity, m/s 

u+ = dimensionless velocity =u/u*, 
m/s 

u* = friction velocity =W, v / p , m/s 
AH = shift of the velocity profile, 

m/s 

y = coordinate normal to the flow 
direction, m 
dimensionless y coordinate 
=yu*/v 
spiral fin tube helix angle 
viscosity, Ns/m2 

fin efficiency 
density, kg/m3 

wall shear stress, N/m2 

Superscripts and Subscripts 
h = based on hydraulic diameter 

characteristic dimension 
/ = fin region 
c = core region 

m = measured 
p = predicted 
r = fin root 
t = fin tip 

w = at the wall 
= averaged value 
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Table 3 Carnavos's tube dimensions 

Tube 
No. 

5 
6 

10 
11 
12 
13 
14 
16 
19 
?,7 
28 
29 

D 
(mm) 

9.93 
10.6 
8.00 
7.87 
7.87 
7.04 

13.9. 
7.64 

11.0 
14.6 
10.7 
10.9 

A 
(mm) 
9.40 
8.08 
5.46 
4.79 
5.72 
4.75 

10.9 
3.18 
5.97 
8.38 
8.18 
5.61 

n 

41 
10 
16 
16 
16 
10 
10 
6 
6 
6 

16 
5 

A/«, 
(mm ) 

75.4 
79.4 
40.6 
36.1 
40.6 
29.9 

137. 
33.4 
78.9 

147. 
80.8 
80.7 

A„ 
(mm2) 

77.5 
89.0 
50.3 
46.7 
48.7 
38.7 

151. 
45.9 
95.9 

168. 
89.3 
94.1 

A, 
(mm) 
7.24 
5.56 
2.71 
2.29 
3.02 
3.39 
8.15 
2.63 
5.24 
7.54 
4.81 
5.64 

A 
(S&W) 
(mm) 
5.70 
5.43 

.2.47 
1.95 
2.75 
2.66 
7.44 
2.63 
4.88 
7.07 
4.37 
5.32 

t, 
(mm) 
0.0 
0.63 
0.28 
0.12 
0.29 
0.12 
0.63 
0.93 
0.66 
0.63 
0.22 
0.58 

t. 
(mm) 
0.40 
0.77 
0.67 
0.90 
0.65 
1.46 
1.34 
0.93 
1.48 
1.56 
0.68 
1.33 Fig. 2 Geometric model by Scott and Webb (1981) 

correlation was obtained from the experimental data of 
0 .7<Pr< 14, and the Kader correlation was based on the data 
for a much wider Prandtl number range ( 6 x l O _ 3 < 
P r < 4 x 104). Thus, the Gowen and Smith correlation may be 
more accurate within the specified Prandtl number range of 
interest here. In this study, both correlations will be considered 
to predict the Nusselt numbers in internal fin tubes. 

2.2 Axial Internal Fin Tube. As mentioned previously, 
Carnavos (1979, 1980) tested internal fin tubes. The tube di
mensions are listed in Table 3 for 11 axial internal fin tubes. 
The 11 tubes tested by Carnavos have 3.3</?/e<5.6, 0 .02<e/ 
D<0.29 and 5 < n < 4 1 . Carnavos obtained the tube dimen
sions from the enlarged tube cross-sectional photos. The hy
draulic diameters were calculated from the actual flow areas 
and wetted perimeters. 

The Law of the Wall was successfully applied to Carnavos's 
axial internal fin tube data by Scott and Webb (1981) for 
friction factor prediction. They predicted the Carnavos friction 
data within ±10 percent. Figure 2 defines the basis of the 
model used by Scott and Webb. They assumed a rectangular 
fin shape. The fin shape is an important parameter because it 
affects the hydraulic diameter, and eventually the friction and 
heat transfer characteristics. The fin parameters—fin height 
" e " and fin thickness "t"—were determined from Carnavos's 
tube geometry data assuming the fins are of rectangular cross 
section. 

D-D: 
e = -

t = 
A„-Afa 

ne 

(10) 

(11) 

where D is the nominal inside diameter (tube inside diameter 
to the fin root), D, is the fin tip diameter, A„ is the nominal 
flow area and A/„ is the actual flow area. The resulting hy
draulic diameters are shown in Table 3 along the those from 
Carnavos's paper. Carnavos calculated the hydraulic diameters 
from the actual flow areas and wetted perimeters as determined 
by enlarged photographs of the tube cross sections. Table 3 
shows that the calculated Scott and Webb's hydraulic diameters 
are smaller than the actual values by as much as 22 percent 
(for tubes 5 and 13). The smaller hydraulic diameters yield 
higher friction factors at the same flow velocity, because the 
friction factor is proportional to a negative power of Reynolds 
number. Scott and Webb tried to explain the increased friction 
by introducing the velocity shift concept in the core region. 

In this study, the fin shape is taken as trapezoidal, as shown 
in Fig. 3. The actual cross-sectional photos (Fig. 1 of Car
navos's 1979 paper) show that the fin shape is trapezoidal, 
rather than rectangular. In this model, the number of fin pa
rameters are three—fin height "e", fin tip thickness "t", and 
fin root thickness "tr"—whereas two parameters (fin height 
and fin thickness) determine the fin shape in Scott and Webb's 
model. The additional fin parameter may be determined using 

Fig. 3 Geometric model in the fin region 

the actual hydraulic diameter, as reported by Carnavos. In this 
way, the mismatch between the calculated and actual hydraulic 
diameters which existed in Scott and Webb's model does not 
occur. The trapezoidal fin shape parameters are determined 
from the actual tube dimensions (D, D„ An, A/a, p, Dh, ri) as 
follows: 

D-D, 

t,= 

where 

C~ 2 

e2-(32 + 82/4 

8-2/3 

tr = b-t, 

2AJa p-b 

nDh 2 

2{A„-Afa) 

ne 

(12) 

(13) 

(14) 

(15) 

(16) 

The values of t, and tr are listed in Table 3. The calculated fin 
geometry may be checked with Carnavos's actual fin geometry 
through the enlarged cross-sectional photos. This was not done 
in this study, because the enlarged photos were not available 
to the authors. However, when compared with the actual size 
photos shown in Fig. 1 of Carnavos's (1979) paper, the cal
culated fin geometry appears to be reasonable. As shown in 
Eqs. (12) to (16), all Carnavos's actual fin geometry data are 
used in determining the fin parameters, except the interfin area. 
The interfin area is an important parameter, because the uni
versal velocity and temperature profiles are integrated over the 
area yielding friction and heat transfer coefficients for the 
region. The calculated interfin areas were compared with those 
reported by Carnavos, and they agreed within ± 1 percent. In 
the following section, an analysis is performed to obtain an 
algebraic expression for friction and heat transfer coefficients 
in internally finned tubes. 

The cross sectional flow area (̂ 4) of a circular finned channel 
may be divided into two regions: (1) the interfin region (A/) 
for 0<> ,<e, and (2) the core region (Ac) for y>e. Thus, 

A=AC + Af (17) 
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1 3 
fin tip 

V fin side tube_waU___ 

^ 7 — 
fin root 

x {distance from Ihe fin tip) 

Fig. 4 Local wall shear stress distribution in finned tube (Trupp et al., 
1983) 

Writing the continuity equation for the two regions yields 

uA = u/Af+licAc (18) 

In the derivation of Eq. (18), density is assumed constant across 
the flow area. Dividing Eq. (18) by u* and using u/ 
u* =\fl/f allows Eq. (18) to be written as 

m=ULAf %A, 
J u A u* A 

where 

u Af iAf 

I-~~Ar 

dA 

(20) 

(21) 

The friction velocity u* is defined as \jrw/p. For a smooth 
tube, the local wall shear stress TW is uniform peripherally, and 
is the same as the average wall shear stress rw. For an internally 
finned tube, however, TW should vary along the periphery. The 
literature does not show local wall shear stress measurements 
in a trapezoidal fin tube. The available wall shear stress in
formation is for a rectangular fin tube. The wall shear stress 
variation in a rectangular fin tube may be considered as an 
extreme case of the wall shear stress in a trapezoidal fin tube. 
Trupp et al. (1983) measured the shear stress distribution in a 
rectangular finned tube. The finned tube had very high fins 
(e/D = 0.33). The measured wall shear stress distribution is 
reproduced in Fig. 4. In the figure, local wall shear stress T„ 
is normalized by the average wall shear stress f„. Figure 4 
shows that TW is maximum at the fin tip ( T , / T S 1.3), decreases 
along the fin surface, and is minimum at the fin root (TW/ 
TW = 0.7). The shear stress distribution along the tube wall is 
approximately uniform ( T „ / T » = 1 . 0 ) at the center region and 
gradually decreases to TW/TW = 0.1 at the fin root corner. The 
shear stress distribution needs to be modeled for the friction 
factor calculation. In this study, the local wall shear stress T„ 
is assumed to be equal to the average wall shear stress fw. This 
may cause some error in the friction and heat transfer pre
diction. However, the error may not be significant considering 
that the integration and addition process involved in evaluating 
the tube friction and heat transfer coefficients acts to smooth 
the local effects. The uniform shear stress assumption may be 
evaluated from the following example. 

Consider the finned tube of Trupp et al. (1983). The shear 
stress distribution along the fin surface may be modeled to 
vary linearly from T,V/TW= 1.3 at the fin tip to T„/TW = 0.1 at 
the fin root. Figure 5 illustrates the shear stress distribution. 
Trupp et al.'s finned tube have very high fins (e/Z) = 0.33) 
compared with commercial finned tubes, and the shear stress 
variation along the fin surface would be much larger for the 
Trupp et al.'s tube than for commercial finned tubes. Then, 
Trupp et al.'s tube may be considered as an extreme case. 

Writing the continuity equation for the fin region Af assum
ing "n" element divisions in the region, 

»\i 

shear stress temperature 
Fig. 5 Wall shear stress and temperature model along fin surface 

UjAf UfjdAj 

t 

; = i 

Dividing by the fin average friction velocity u} yields 

A ufJ ufJ dA-, 

tf u/,i uf Af 

(19) where 

1 
'dA, 

[u + dAi 

(22) 

(23) 

(24) 

In Eq. (23), u}j is thelocal friction velocity. Next, assume a 
uniform shear stress distribution along the fin surface. In this 
case, the local friction velocity «},,- equals the fin average fiction 
velocity u}. Then, Eq. (23) becomes 

3f) = 
uniform 

Uf, dAj 
(25) 

The adequacy of the uniform wall shear stress assumption may 
be checked by comparing Eqs. (23) and (25). For simplicity, 
assume that elemental flow areas (dAj) are equal along the fin 
surface. Then, 

V"//linear \ M / /uniform t i " Uf 

(26) 

(27) 

-ft) 
uniform 

When « = 5 and TW/TW varies from 1.3 to 0.7, 

W) =0.996 fc) 
Uf /linear \Uf /uniform 

Equation (27) shows that the calculated Uf/u} are almost the 
same both when the wall shear stress distribution is linear and 
when it is uniform. The preceding example suggests that the 
wall shear stress distribution along the fin surface (and even
tually in an internal fin tube) may be assumed uniform. Finally, 
the friction factor is obtained by substituting appropriate 
expressions of velocity profile in each region into Eq. (19). 

The heat transfer coefficients may be similarly_predicted. 
Using the definition of the mixing cup temperature T assuming 
constant density across the flow area, 

u(Tw- T)A =uf(T„- Tf)Af+ue(Tw- TC)AC (28) 

Multiplying by cp/Aq" yields 

u(Tw-T)cp uf(Tw • Tf)cp A f uc(Tw 

- + 
1 c)cp Ac (29) 

q" q A q 

Using the definition of Stanton number and heat transfer coef
ficient h, 

ft 
St = 

pucp pucp(T„-T) 
(30) 
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sv=# Q 

Sic 

pufcp pufCp(Tw-Tf) 

hc q 
puccp puccp(Tw-Tc) 

Then, Eq. (21) becomes 

1 \ Af 1 Ac 

where 

St St/ A Stc A 

— \ u+T+dA 
A,iAr St . / SlfJA 

J_ 
St r 

( u+T+ 

•J A 
dA 

(31) 

(32) 

(33) 

(34) 

(35) 

In the preceding analysis, the fin surface temperature is 
assumed to be the same as the tube wall temperature. In reality, 
the fin surface temperature is lower than the tube wall tem
perature because the heat is conducted through the fin cross 
section while it is lost to the surrounding fluid. The uniform 
fin surface assumption may also be evaluated following a sim
ilar procedure as was done to evaluate the uniform wall shear 
stress assumption. Consider a rectangular fin with thickness 1 
mm and height 2 mm. The fin material is copper ( £ = 3 8 6 W / 
m°C) and the convection coefficient is 10,000 W / m 2 o C . These 
are the typical fin shape and the typical operating conditions 
of an internal fin tube . The fin shape is shown in Fig. 5. The 
fin efficiency and the fin tip temperature are easily calculated. 
The resultant fin efficiency is 0.95, and the fin tip temperature 
difference (between the fin tip and the bulk fluid) is approx
imately 90 percent of the tube wall temperature difference 
(between the fin tip and the bulk fluid). For a lower thermal 
conductivity material such as aluminum (k = 204 W / m ° C ) , the 
fin efficiency becomes slightly lower (j//= 0.92). The wall tem
perature distribution along the fin surface is shown in Fig. 5. 
The fin surface temperature is assumed to vary linearly from 
the fin tip to the fin base. 

From the definition of the mixing cup temperature for the 
fin region, assuming " « " divisions of the fin surface temper
ature, 

« / ( T w - Tf)Af= J ] uf,i(TWJ- TfJ)dAi (36) 

Multiplying by pcp/q " 

uf (Tw-Tf)pcpu*f 

uf q linear 

Ufl «/.' (Twj-Tf,i) (Tw-TfJ) (T„-Tf)pcpuf dAt 

f^{ Ufj Uf (Tw-T/j) (Tw-Tf) q Af 

(37) 

In Eq. (37), u}ti is the local friction velocity, TWti is the local 
surface temperature and 7},, is the bulk fluid temperature at 
region " / " . Now, assume that fin surface shear stress is uni
form and equal to the average wall shear stress (u}j=Uf), and 
the fin surface temperature is uniform and equal to the tube 
wall temperature (TWJ=TW). Then, 

uf (Tw-Tf)pcpUf 
* fl 

Uj q 

Uf (Tw-Tf)pcpUf 

u} q" S
l «/,i \* w,r~ Jf,i) 
r, „* IT• -Tfj) 
1 Ufi (^w,i— T, 

uniform ;=1 " " / (T»' 

Uf (Tw-Tf)pCpUf 
* // 

uf q 

•T1 - ( ^ ( Ty,,j ~Tf) /,ON 

_ uniform / - I j.Tw (Tw-Tf) 

Here, for simplicity, we assume that the ratio of the fin tip 
temperature difference to the tube wall temperature difference 
at region " / " , (Ty,,i-Tf,)/(TW-Tfi), is equal to the ratio 
( T w j - Tf)/(TW-Tf) at the fin region. When n = 5, TJT„ var
ies from 1.3 to 0.7, and (Twj- Tf) at the fin tip is 90 percent 
of the tube wall temperature difference (Tw—Tf), 

Uf (Tw-Tf)pcpuf 
* n 

Uf q 
= 0.94 

uf (Tw-Tf)pCpUf 

uf q uniform 

(39) 

Equat ion (39) shows that uniform fin surface temperature as
sumption may slightly underpredict the data . However, the 
assumption greatly simplifies the analysis, and thus, it is 
adopted in this study. To solve Eqs . (34) and (35), functional 
equations for u+ and T+ for the interfin and the core regions 
are needed. 

2.2.1 Interfin Region. In this region, the velocity and 
temperature profiles are assumed to be the same as those of 
the smooth tube (Eqs. (3) and (4)). The Law of the Wall was 
shown to be valid for complex geometries such as rectangular 
channels (Hartnet t et al. , 1962) and rod bundles (Kim et al., 
1991). Equat ions (19) and (33) were integrated over a pair of 
triangles as shown in Fig. 3, using the smooth tube u+ and 
T+ and the results are 

u* (b + y) 

1 In 

[Z>(v4'+2.5 1n ( e ) - 3 . 7 5 ) 

+ 7 ( / T + 2 . 5 1 n ( 7 ) - 3 . 7 5 ) ] (40) 

St/ (0 + 7 ) 

+ 2.5^ s( ln (e)(ln (e)-S) + 3.5)) + y{A'C +(2.5A' +ASC) 

•(In ( 7 ) - 1 . 5 ) + 2 . 5 ^ ( l n (7)(ln ( 7 ) - 3 ) + 3.5))] (41) 

where 

A' = 2.51n (ReVT/2 /A, ) + 5.5 

C" =AS In (Reyff72/Dh) +BS 

•t, 
y=-

In Eqs. (40) and (41), Dh is the hydraulic diameter of the 
whole tube, Re is the Reynolds number with Dh as a charac
teristic length, pi is the fin pitch at the fin t ip, and b is defined 
in Fig. 3. 

2.2.2 Core Region. Core region velocity and temperature 
profiles are also needed to predict the friction and heat transfer 
in internally finned tubes . T o explain the increased friction 
resulted from the rectangular fin model , Scott and Webb (1981) 
postulated that the velocity profile in the core region is shifted 
some amount from that of a smooth tube due to the increased 
surface shear of the interfin region. For a rough surface, it is 
well known that the velocity profile is shifted some amount 
(Hinze, 1975), and the friction consists of profile drag by the 
roughness element and wall shear stress between the elements. 
For internally finned tubes, however, only wall shear stress 
contributes the friction, and profile drag does not exist. Then, 
it is questionable whether velocity shift may occur in internally 
finned tubes as Scott and Webb assumed. 

In this study, the velocity and temperature profiles of the 
smooth tube are assumed to be valid in the core region. Then, 
the average core region velocity is found by integrating Eq. 
(21) over e<y<R. 
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Fig. 6 Prediction of Carnavos's friction data 
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The result of the integration is 
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where a = 2e/D. 
Similarly, the core region Stanton number is obtained by 

integrating Eq. (35) over e-&y<R. 

1 1 f* 
- = — 2*{R-y){2.5 In j>+ + 5.5)04s In y++Bs)dy (44) St, 

The result of the integration is 
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Then, the friction factors are obtained by substituting Eqs. 
(40) and (43) into Eq. (19), and Stanton numbers are obtained ' 
by substituting Eqs. (41) and (45) into Eq. (33). 

3 Results and Discussion 

3.1 Friction Factor Prediction. Figure 6 shows predicted 
friction factors compared with Carnavos's data (1979). Car
navos's data are for 11 different axial internal finned tubes. 
The 11 tubes tested by Carnavos have 3.3 <p/e< 5.6, 0 .02<e/ 
D < 0.29 and 5 < n < 41. The tube dimensions are listed in Table 
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Fig. 7 Prediction of Carnavos's heat transfer data using Gowen and 
Smith's correlation 

3. Figure 6 shows that the data are predicted within ±10 
percent. The results are as good as those by Carnavos corre
lation (Eq. (1)) and by Scott and Webb's model. Both Carnavos 
and Scott and Webb predicted the data within ± 10 percent. 
This implies that the current method is probably the best one 
considering the rational basis of the model. Carnavos's cor
relation is just a curve-fit of data, and Scott and Webb did 
not properly considered the fin shape. 

The current model assumes the validity of the universal 
velocity profile across the flow area. The local wall shear stress 
is assumed to be the same as the average wall shear stress, and 
the local velocity was normalized by the average wall shear 
stress for the dimensionless velocity profile. This implies that, 
in the current model, the local velocity is determined by the 
distance from the wall (either fin or tube). Then, the isovelocity 
lines should follow the contour of the finned tube. Trupp et 
al. (1983) provides velocity profile measurements of an internal 
fin tube. The data (Fig. 7 in their paper) show that the iso
velocity line generally follows the contour of the fin and the 
tube wall, and the magnitudes are approximately proportional 
to the distance from the wall. Trupp et al. also showed that 
two counterrotating cells of secondary flow exist with the pri
mary cell. The magnitude of the secondary flow was about 4 
percent of the bulk average velocity. However, it is question
able whether the secondary flow cells may exist for low fin 
tubes considered in this study. Trupp et al.'s tube had high 
fins (e/D = 0.33). The current friction model considers axial 
velocity only. 

The theoretical Nusselt number (or Stanton number St = Nu/ 
RePr) is obtained by substituting Eqs. (41) and (45) in Eqs. 
(33). For the temperature profile, both Gowen and Smith's 
and Kader's correlations (shown in Table 1) are considered. 

3.2 Heat Transfer Prediction Using Gowen and Smith Cor
relation. The Nusselt numbers are obtained using Gowen and 
Smith's correlation, and the results are compared with Car
navos's data (1979, 1980) in Fig. 7. Figure 7 shows that the 
agreement is within ±15 percent for the air and water data. 
The air data of tube #10 and the water data of tube #6 (tube 
geometries shown in Table 3 are poorly predicted). Tube #10 
has densely packed high fins («= 16, e/Z? = 0.16), and tube #6 
has 10 fins with e/D = 0A2. Generally, the accuracy of the 
predictions decreases for high, closely spaced fins. 

The water-glycol data are not shown in the figure, because 
the exact Prandtl numbers of the data were not available. 
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Fig. 8 Prediction of Carnavos's heat transfer data using Kader's cor
relation 

Carnavos (1980) provides three water-glycol data points for 
an axial internal fin tube (tube #14). He states that the Prandtl 
number varied 23-30 for water-glycol data, but no specific 
number is given for each data point. Here, the water-glycol 
data are predicted at extreme Prandtl numbers (23 and 30). 
When Pr = 23 is used, the data are about 17 percent under-
predicted. When Pr was assumed 30, the data are about 20 
percent underpredicted. This is anticipated because the Prandtl 
numbers of Carnavos's water-glycol data exceed the Prandtl 
number range where Gowen and Smith's correlation is valid. 
A similar trend was observed for the smooth tube case shown 
in Table 2. 

In the current model, the fin shape is assumed trapezoidal. 
As was pointed out in the preceding section, the trapezoidal 
fin shape is a reasonable approximation of the actual fin ge
ometry. The inappropriateness of the rectangular fin assump
tion may also be confirmed by calculating the Nusselt number, 
assuming that the fin shape is rectangular. The calculations 
were performed, and most of the Nusselt numbers overpre
dicted the Carnavos data more than 20 percent. 

Carnavos's heat transfer correlation (Eq. (2)) predicts the 
data of air, water, and water-glycol within ± 10 percent. The 
current model predicts the data of air and water within ±15 
percent. Note that the Carnavos correlation is strictly empir
ical, as compared to the rational basis of the present model. 
Hence, it may be safer to extrapolate the present model beyond 
the range of the Carnavos data. The present model is easier 
for general use than is the numerical method of Patankar. 

3.3 Prediction Using Kader's Correlation. Kader's tem
perature profile is used to predict Carnavos's internal fin data. 
Figure 8 shows the results. As shown in the figure, most of 
the Carnavos's air and water data are overpredicted (some 
data about 23 percent overprediction). The data were predicted 
within ± 15 percent when Gowen and Smith's correlation was 
used. The water-glycol data are also predicted using Kader's 
correlation. The data are about 9 percent overpredicted when 
Pr = 23 is assumed and about 7 percent overpredicted when 
Pr = 30 is used, which is a sure improvement compared with 
the predictions using Gowen and Smith's correlation. The 
smooth tube results in Table 2 show a similar trend. Summing 

up, the current model predicts Carnavos's air and water data 
within ± 15 percent using Gowen and Smith's correlation, and 
predicts the water-glycol data within ± 10 percent using Kad
er's correlation. 

The current model assumes the validity of Law of the Wall 
across the flow area, and thus is limited to internal fin tubes 
with zero helix angle. In helical internal fin tubes, flow is likely 
to swirl at least in the fin region, and considerable tangential 
velocity may exist near the wall. Then, a predictive model 
should consider the effect of tangential velocity in addition to 
that by the axial velocity. The present model considers axial 
velocity only, and should be limited to axial internal fin tubes. 

4 Conclusions 
An analytic model was developed to predict the friction 

factor and Nusselt number for turbulent flow in axial internal 
fin tubes. The fin shape is trapezoidal, and the fin parameters— 
fin height, fin root thickness and fin tip thickness—are deter
mined from the actual tube measurement data by Carnavos 
(1979). The trapezoidal shape appears to simulate the actual 
fin cross section excellently. The current model applies the 
Law of the Wall—based universal velocity profile and tem
perature profile to the interfin and core regions of the flow. 
The analytic model predicts the Carnavos friction data within 
± 10 percent, and heat transfer data of air, water, and water-
glycol within ±15 percent with the usage of proper temperature 
profile correlation. Successful application of the Law of the 
Wall to axial internal fins further extends the range of ap
plicability of the important, fundamental concept. 
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Local Heat Transfer Distribution in 
a Rotating Serpentine Rib-
Roughened Flow Passage 
Experiments are performed to determine the local heat transfer performance in a 
rotating serpentine passage with rib-roughened surfaces. The ribs are placed on the 
trailing and leading walls in a corresponding posited arrangement with an angle of 
attack of 90 deg. The rib height-to-hydraulic diameter ratio, e/Dh, is 0.0787 and 
the rib pitch-to-height ratio, s/e, is 11. The throughflow Reynolds number is varied, 
typically at 23,000, 47,000, and 70,000 in the passage both at rest and in rotation. 
In the rotation cases, the rotation number is varied from 0.023 to 0.0594. Results 
for the rib-roughened serpentine passages are compared with those of smooth ones 
in the literature. Comparison is also made on results for the rib-roughened passages 
between the stationary and rotating cases. It is disclosed that a significant enhance
ment is achieved in the heat transfer in both the stationary and rotating cases resulting 
from an installation of the ribs. Both the rotation and Rayleigh numbers play 
important roles in the heat transfer performance on both the trailing and leading 
walls. Although the Reynolds number strongly influences the Nusselt numbers in 
the rib-roughened passage of both the stationary and rotating cases, Nu0 and Nu, 
respectively, it has little effect on their ratio Nu/Nu0. 

Introduction 
It is well known that high heat load and high thermal ef

ficiency are crucial in advanced aeroengine design and, there
fore, an effective blade cooling becomes critical. Internal 
cooling technologies have been widely used in blades and vanes 
of modern gas turbine engines. When the cooling passages are 
roughened with turbolators, such as ribs or pins, heat transfer 
to the cooling air within a blade is significantly enhanced. It 
is a common practice to install rib turbulators at the midchord 
region in an internally cooled turbine airfoil, while pin fins 
are installed at the trailing edge, as shown in Fig. 1. In the 
present study, attention is focused on heat transfer enhance
ment in the cooling passage of a turbine blade by means of 
rib turbulators. It is inherent in the blade structure that heat 
is transferred mainly from two chord surfaces of the blade to 
the cooling air. Then, an effective measure to augment heat 
transfer is to roughen the opposite leading and trailing surfaces 
of the cooling passage by means of rib turbulators. The present 
study models the cooling passage as a serpentine square channel 
with two opposite rib-roughened walls. It is useful as a ref
erence to estimate the effects of ribs on cooling passages, 
although this experiment may not exactly meet real blade con
ditions. 

A number of experimental investigations treated heat trans
fer performance in rib-roughened channels for the stationary 
case. For example, Burggraff (1970) studied the effect of en
trance geometry on the regionally averaged heat transfer coef
ficient in a square duct with two opposite transverse-rib-
roughened walls. The effects of the turbulator geometry (rib 
height, spacing, and angle of attack), flow passage aspect ratio, 
and Reynolds number on the distributions of local heat transfer 
and pressure drop were studied by Han and Park (1988). Taslim 
and Spring (1987, 1988) dealt with the effects of passage aspect' 
ratios on the heat transfer coefficient and friction factor in 
turbulator-roughened cooling passages. All the abovemen-
tioned studies were performed in straight, rectangular, rib-
roughened channels. Metzger and Sahm (1986) and Fan and 
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Metzger (1987) investigated the effects of channel geometry 
on the averaged heat transfer coefficient in a rectangular pas
sage with sharp 180 deg turns. Han et al. (1988) and Chandra 
et al. (1988) utilized the naphthalene sublimation technique to 
determine the effect of the sharp 180 deg turn on the distri
butions of the local heat/mass transfer coefficients around the 
turn region in two-pass square channels roughened separately 
by the transverse ribs and by the angled ribs. The study was 
extended by Han and Zhang (1991) to evaluate the effects of 
rib-angle orientation on the local heat/mass transfer distri
butions in a three-pass rib-roughened channel. 

When blades are rotating at high speeds, the Coriolis, buoy
ancy, and centripetal forces can substantially modify the flow 
patterns of the cooling air, and consequently the heat transfer 
performance. It becomes difficult and costly to conduct heat 
transfer tests, especially rotating passages with rib-roughened 
walls. Only a few experimental results are available in the 
literature. Wagner et al. (1991a, b, c) and Taslim et al., (1991) 
reviewed the existing literature on rotating passages with smooth 
walls and experimentally studied the effects of rotation on the 
heat transfer performance in rotating square passages with 
smooth walls and with opposite rib-roughened walls, respec
tively. Wagner et al. (1991c) and Yang et al. (1992) revealed 
significant changes in the heat transfer performance at the 
turning sections and considerable differences between the in
ward and outward flows in the straight sections of the flow 
passage with smooth walls. Clifford (1985) conducted a heat 
transfer study on a rotating multipass model with trip normal 
to the flow using transient measurement techniques. He ob
served increases in heat transfer of 36 percent on the pressure 
side and decreases of 24 percent on the suction side of the first 
passage. Taslim et al. (1991) obtained heat transfer coefficients 
in a rotating square passage with trips normal to the flow, for 
several trip heights. It was limited to a radially (straight) out
ward flow whose results are not applicable to the actual cooling 
passages of serpentine type in the air-cooled turbine blades 
and vanes, as shown in Fig. 1. Using a large-scale, multipass, 
rotating square passage with trip strips (normal to the flow 
direction) on the leading and trailing surfaces of the radial 
coolant passages, Wagner et al. (1991b) obtained an extensive 
set of convective heat transfer data. Their analysis of the pre-
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Fig. 1 Conceptual cutaway view of an advanced gas turbine blade 

vious results revealed an inconsistent trend, which was attrib
uted to differences in the measurement techniques, models, 
and test conditions. 

This investigation is a continuation of Yang et al. (1992) to 
determine the effects of transverse ribs on the local heat trans
fer coefficients in a rotation four-pass serpentine flow passage. 
The physical limitations of the test device result in rotations 
at low rotation numbers and the absence of a leading arm. 

Experimental Apparatus and Procedure 
The experimental apparatus consisted of a test section, a 

Counter Weight and 
Electrical Reply Device 

Air Exit Hole 

Fig. 2 Experimental apparatus 

DC motor with controller, a heat source, an air supply system, 
including an air filter, a flowmeter, and a high-speed rotating 
joint, and two slip rings used for power supply and data ac
quisition, respectively, as shown in Fig. 2. 

The test section was comprised of a four-pass serpentine 
flow channel with a 2.54 x 2.54 cm square cross section. Only 
the leading and trailing walls of the channel were heated with 
a thin-film, 0.025 mm stainless steel sheet. For the rib-rough
ened tests, 20 brass ribs with 0.2 x 0.2 cm square cross section 
were glued onto the film with angle of attack of 90 deg, and 
electrically inslulated. The rib height-to-hydraulic diameter ra
tio, e/Dh, is 0.0787. Starting from the third rib, the wall tem
perature distributions were measured after every other rib by 
means of four well-distributed thermocouples between two 
ribs, as shown in Fig. 3. The wall temperature changes in the 
turns were also measured. All thermocouples were placed along 
the centerline of the passage. The experimental results from 
Han et al. (1988) indicated that the local heat transfer coef
ficients on the ribbed walls were fairly uniform in the lateral 
direction of the case of angle of attack of 90 deg. Therefore, 
it is sufficient to measure only the local wall temperatures along 
the centerline of the channel, as in the present study. The details 
of each individual thermocouple are available from Yang et 
al. (1992) and thus is omitted here. 

The ribs were located on both the trailing and leading walls, 
correspondingly positioned. The first rib was placed at 4.24 
cm from the inlet of the test section and other ribs were placed 
consistently at a distance of s/e = 11 until the middle of the 
third straight passage. No heater foil was placed on the side 
walls with the whole piece of the test section being carefully 
insulated to minimize heat losses. The cooling air from an air 
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Nu„ 
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= hydraulic diameter, m 
= rib height, m 
= local heat transfer coefficient, 

W/m2 °C 
= conductivity of fluid, W/m K 
= local Nusselt number, = 

hDh/k 
= local Nusselt number for sta

tionary case 
= Nusselt number for fully de

veloped flow of stationary 
case 

= Prandtl number = v/a 
= wall heat flux, W/m2 

= mean radius of rotation, m 

Ra = 

Re = 
Rer = 

Ro = 
s = 
T = 

Tw = 
Ta = 

AT = 

U0 = 
x,X = 

rotational Rayleigh number = 
PATRRejPr/Dh 

Reynolds number = UJ)h/v 
rotational Reynolds number 
= ClDl/v = Re Ro 
rotation number = UDh/U0 

rib pitch, m 
temperature,' °C 
wall temperature, °C 
flow temperature, °C 
temperature difference be
tween mean wall temperature 
and mean_fjuid temperature 
= -* w ~~ 'a 

mean flow velocity, m/s 
streamwise distance from inlet 
of the test section, m 

XL = streamwise distance from inlet 
of the test section to the mid
point of the third straight sec
tion, m 

a = fluid thermal diffusivity, m2/s 
/? = thermal expansion coefficient, 

1/K 
v = kinematic viscosity, m2/s 
p = density of fluid, kg/m 
Q = rotating speed, 1/s 

Subscripts 
a = value of cooling air 
o = value for the stationary case 
w = value at walls 
°° = value of fully developed tur

bulent flow 
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corresponding throughflow case. The following equations are 
used in the data reduction: 

Fig. 3 Position of ribs and thermocouples 

supply passed through an air filter, a flowmeter, and a high 
rotating joint. It then entered one end of the hollow shaft, 
turned into the serpentine passage, and finally exited through 
the other end of the shaft. Electrical power was supplied to 
the film heaters by a variable current power source via a slip 
ring. A current meter and a voltmeter were used to measure 
the power. The whole rig of the rotating system was enclosed 
by a protective metal cover for safety. 

Both constant wall temperature and constant wall heat flux 
experiments have been performed on rotating channels before: 
Wagner et al. (1991a, b, c) conducted constant wall temper
ature experiments and Taslim et al. (1991) conducted constant 
wall heat flux experiments. Each has its own merits while actual 
turbine blades operate between the two cases. The constant 
wall heat flux experiment was selected for the present study 
because of its simplicity in construction and ease in operation. 
This is especially true to the investigation of the effect of ribs 
on the local heat transfer coefficients. 

First, tests were performed on the stationary channel at three 
different Reynolds numbers: 23,000, 47,000, and 70,000. It 
was followed by experiments on the rotating test rig. For each 
Reynolds number, the test section was rotated at five different 
speeds: 25, 105, 177, 262 and 327 rpm. For each combination 
of Reynolds number and rotating speed, two heat fluxes were 
imposed to investigate the effect of the Rayleigh number on 
heat transfer performance. All 36 cases were repeated four 
times to validate the repeatability of the experiments. In each 
test, data acquisition was initiated 45 minutes after the test rig 
was started in order to assure that the system had reached 
steady state. 

Data Reduction 
Two methods were employed in calculating the energy sup

plied to the cooling air (Yang et al., 1992): (1) (total energy 
supplied) - (heat losses) and (2) measuring air inlet/outlet tem
peratures. Heat losses were measured under steady-state ro
tational conditions without throughflow. The temperatures at 
a strategic position (the trailing wall at the first turn, i.e., X/ 
Dh = 8.86) was maintained at the same temperature as in the 

h{x)=q/(Tw{x)-Ta{x)) 

Nu(x)=h(x)D,,/k 
(1) 

(2) 

Here, h(x) is the local heat transfer coefficient; q, wall heat 
flux; Tw(x) and Ta{x), local wall and air temperature, respec
tively; Nu(x), local Nusselt number; x, streamwise distance 
from the inlet along the center line; Dh, hydraulic diameter; 
and k, thermal conductivity of air. Two methods were used 
to normalize experimental data to compare the present results 
with the existing ones and to evaluate the rotational effects on 
the heat transfer performance in the roughened channel. One 
is to normalize the static operating condition while the other 
one is to normalize a smooth duct condition of fully developed 
turbulent flow. An equation for turbulent heat transfer inside 
smooth passages (Kays and Perkins, 1985) reads: 

Nu = 0.022Pr°-5Re0-8 for Re < 105 (3) 
For Pr = 0.71 (air) in the present study, Eq. (3) is reduced to 

Nu = 0.0185Reu (4) 

An uncertainty analysis of the data reduction was conducted 
using the method from Kline and McClintock (1953). The 
uncertainty in temperature measurements is estimated to be 
± PC. The value of Tw(x) - Ta(x) varies from 10 to 28°C, 
while the difference between inlet and outlet air temperatures 
of the test section changes from 10 to 15°C. The relative un
certainty interval for the Nusselt number is in the range of 11 
to 22.3 percent. The maximum uncertainty of the Nusselt num
ber occurs at the lowest heat transfer coefficient on the leading 
wall in the rotating case. The four repeated experiments for 
all cases yield results varying by an average of 2 percent, with 
the maximum variation of 4.6 percent, which occurs in the 
lowest flow rate and heat flux case. All results shown in this 
paper are based on the averaged values of four repeated ex
periments for each case. 

Results and Discussion 
It is well known that the local convective heat transfer per

formance inside a stationary smooth passage is governed by 
the Reynolds number, Re, and the nondimensional streamwise 
distance form the inlet x/Dh. When the passage is set in ro
tation, the effects of the Coriolis, buoyancy, and centripetal 
forces exert strong influences on the heat transfer, especially 
in a rotating serpentine flow channel. The local heat transfer 
coefficient is a function of not only Re and x/Dh, but also the 
rotation number, Ro, and the rotational Rayleigh number, Ra. 
That is 

Nu(x) =f(Re, Ro, Ra, x/Dh) (5) 
where Ro = QDh/U0; Ra = I3AT R (Re Ro)2 Pr/A, in which 
0 is the rotational speed; /3, thermal expansion coefficient; AT, 
the difference between mean wall temperature and mean fluid 
temperature; and R, mean radius of rotation. Both the sta
tionary and rotating cases were investigated. The results for 
the stationary cases are compared with those of the corre
sponding smooth serpentine passage to determine the effects 
of the ribs on heat transfer performance. The results also serve 
as the reference to determine the effects of rotation on heat 
transfer in the rib-roughened serpentine passage. 

1 Stationary Cases. Due to the symmetry between the 
leading and trailing walls in stationary state and the small data 
variations for each case (within 5 percent), the averaged values 
of the local heat transfer coefficients between the two walls 
are adopted. 

Figure 4 depicts the effects of the Reynolds number on the 
streamwise distribution of Nusselt number, Nu0, for stationary 
cases. It reveals that Nu0 increases with an increase in Re, 
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preserving the shape of the Nu0 versus X/Dh curve. The value 
of Nu0 increases abruptly at every rib. This effect has sup
pressed a retardation of heat transfer performance in the 
straight sections of the serpentine passage. The heat transfer 

performance decreases by about 20 percent (Yang et al., 1992) 
to 25 percent (Wagner et al., 1991c) from the beginning to the 
end of the second straight section in the smooth serpentine 
passage. In contrast, the decrease in the local heat transfer 
coefficients is only 8 to 9.5 percent in the rib-roughened ser
pentine passage. The Nu0 distribution in the second straight 
section is generally higher than in the first straight section. 
Farther downstream from the turns, the Nu0 peak values be
tween two ribs diminish gradually. The Nu0 distribution in the 
rib-roughened region of the third straight section shows the 
same trend as that in the first straight section. 

It is also disclosed that in the cases of Re = 47,000 and 
70,000 the values of Nu0 increase by 35 and 32 percent, re
spectively, in the first turn and by 19 and 17 percent, respec
tively, in the second turn. In the smooth passage, however, 
the enhancements were 37 percent in the first turn and 22 
percent in the second turn for Re = 44,000, and 33 percent 
in the first turn and 18 percent in the second turn for Re = 
110,000 (Yang et al., 1992). Such weakened effects of the 
secondary flow on heat transfer performance at the turns of 
the rib-roughened passage are due to the fact that the ribs have 
raised the whole level of heat transfer coefficients in all straight 
sections. It should be noted that the results of Wagner et al. 
(1991c) showed, in the smooth passage, increases in the heat 
transfer performance at Re = 25,000 by 92 and 82 percent in 
the first and second turns, respectively. However, Wagner et 
al. (1991b) found that heat transfer in the turn regions was 
generally lower in the trip-roughened wall case than in the 
smooth wall case, a decrease of about 20 and 25 percent in 
the first and second turns, respectively. In contrast, the present 
study yields heat transfer augmentations at Re = 23,000 of 
40 and 23 percent in the first and second turns, respectively. 
In addition to the reason mentioned above, different turn 
geometry and different thermal boundary conditions in the 
two test sections have contributed to such a significant dis
crepancy between the two experimental results. 

Figure 5 depicts typical overall effects of the ribs on heat 
transfer enhancement. It is observed in Fig. 5(a) that the Nu0 

distribution in the rib-roughened passage at Re =47,000 is 
generally higher than that in the smooth passage at Re = 44,000 
(Yang et al., 1992) by 50 percent or more. In Fig. 5(b), the 
Nu0 distribution in the rib-roughened passage at Re = 23,000 
is higher than that in the smooth passage at Re = 25,000 
(Wagner et al., 1991c) by 150 percent or more. It is also higher 
than that in the rib-roughened passage at Re 25,000 (Wagner 
et al., 1991b) by 20 and 30 percent in the first and second 
straight sections, respectively, and by 57 percent in the first 
two turns. In order to compare the present results with those 
of Wagner et al. (1991c), the normalized distance X/XL is used 
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Fig. 7 Variation of local Nusselt number distributions with Reynolds 
number at Ro = 0.0195: (a) trailing walls and (b) leading walls 

in which XL measures the distance from inlet to the midpoint 
of the third straight section. Although some discrepancy in 
results exists between Wagner et al. and the present work, the 
heat transfer ratios for ribbed surfaces both studies fall within 
the data band of Han et al. (1986), as shown in Fig. 6. 

2 Rotating Cases. Figure 7 depicts some representative 
results of the local heat transfer performance for rotating cases. 
As in the stationary cases, the Nusselt numbers at both the 
trailing and leading walls increase with Re, while preserving 
the shape of the Nu versus X/Dh curve. A comparison between 
Figs. 7(a) and 1(b) reveals that the local Nusselt numbers on 
the trailing wall are generally higher than the leading wall in 
both the first and third straight sections but lower in both the 
second straight section and the turn than the respective values 
on the leading wall. It is also revealed by Taslim et al. (1991) 
that the Nusselt numbers on both the trailing and leading walls 
in both the stationary and rotating cases increased with an 
increase in the Reynolds number. The results are consistent 
with those in the present study. Figure 8 compares the local 
heat transfer performance between the rotating case (Ro = 
0.0161) and the stationary case, at Re = 47,000. An increase 
in rotation number increases heat transfer on the trailing wall 
in the first and third straight sections but decreases it in the 
second straight section. The heat transfer performance on the 
leading wall has an opposite behavior, namely a decrease in 
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Fig. 8 A comparison of local Nusselt number distributions in rib-rough
ened and smooth serpentine passages: (a) trailing walls and (b) leading 
walls 

the first and third straight sections but an increase in the second 
straight section. It should also be noted that the heat transfer 
performance on both the trailing and leading walls is enhanced 
in the first two turns. The local Nu distribution on the smooth 
wall under almost the same operating condition (Ro = 0.0170 
and Re = 44,000) is superimposed in Fig. 8 for reference. It 
is found that heat transfer enhancement due to the ribs in both 
the first and third straight sections is stronger on the trailing 
wall than on the leading wall. However, the heat transfer 
augmentation by the ribs in the second straight section is 
stronger on the leading wall than on the trailing wall. 

The effect of rotation number on the heat transfer perform
ance is shown in Fig. 9. Stronger effects of rotation on the 
trailing wall than on the leading wall are observed in the first 
two straight sections. Conversely, the rotational effect is 
stronger on the leading wall than on the trailing wall in the 
third straight section. Rotation causes a heat transfer enhance
ment on the trailing wall in the first straight section but a 
retardation in the second straight section. The rotational effect 
on the trailing wall disappears in the third section. The leading 
wall exhibits an opposite trend because the high and low-
pressure surfaces are swapped. It is important to note that the 
results for the first two straight sections are consistent with 
those of Wagner et al. (1991b), who provide no information 

564/Vol. 115, AUGUST 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X/Dh 

(b) 
Fig. 9 Variation of local Nusselt number distributions with rotation 
number at Re = 47,000 and q = 7,200 W/m2: (a) trailing walls and (b) 
leading waits 

X/Dh 

(b) 
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on the third straight section. The local heat transfer coefficients 
of both the trailing and leading walls in all turns increase with 
the rotation number. 

The difference in heat transfer performance inside a smooth 
serpentine passage between the rotating and stationary flow 
cases is attributed to a combination of the secondary flows 
induced by the Coriolis force, the buoyancy, and the stability 
in the near-wall flow. In the case of rib-roughened passages, 
the ribs periodically disrupt the boundary layer, creating a 
series of near-wall turbulences. It is the near-wall turbulences 
that cause a significant enhancement in the heat transfer per
formance on both the trailing and leading walls in all the 
straight sections. Furthermore, an increase in the rotation rate 
causes a substantial enhancement in heat transfer on the trailing 
wall in the first straight section due to the combined effect of 
the Coriolis force-induced secondary flow and buoyancy force. 
On the contrary, the buoyancy-driven near-wall flow cannot 
induce an additional near-wall turbulence due to the relatively 
weaker near-wall shear layer in the second straight passage, 
resulting in less heat transfer enhancement on the leading wall. 
The heat transfer performance on both the leading wall in the 
first passage and the trailing wall in the second passage di
minishes because of stabilization in near-wall flows caused by 
Coriolis-generated cross-stream flows (Wagner et al., 1991c). 

The ribs act to stabilize the near-wall flows, thus promoting 
a decrease in heat transfer on low-pressure surfaces. 

Figure 10 illustrates the distributions of the local Nusselt 
number ratio, Nu/Nu0, at various rotation numbers for the 
Reynolds number of 23,000. The deviation of this ratio from 
unity indicates the change in the local heat transfer coefficient 
due to rotation. A ratio greater than unity signifies an en
hancement, while that less than unity, a retardation. It is re
vealed in Fig. 10(a) that in the first straight section the heat 
transfer performance on the trailing wall is increased by ap
proximately 5 percent at Ro = 0.0046, 8 percent at Ro = 
0.0238, and 15 percent at Ro = 0.0594. In constrast, the 
performance is diminished in the second straight section by 
about 5 percent at Ro = 0.0046, 18 percent at Ro = 0.0238, 
and 28 percent at Ro = 0.0594. It is enhanced again in the 
third straight section by about 7 percent at Ro = 0.0046 and 
3 percent at Roof 0.0238 and 0.0594. In Fig. 10(6) heat transfer 
on the leading wall shows a weaker rotational effect in the 
first two straight sections but a stronger effect in the third 
straight section. The decrease in the first section ranges from 
2 percent at Ro = 0.0046 to 10 percent at Ro = 0.0594. 
Meanwhile, the enhancement in the second section ranges from 
3 percent at Ro = 0.0046 to 12 percent at Ro = 0.0594. A 
larger change appears in the third section with a decrease of 
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about 2 percent at Ro = 0.0046 to 20 percent at Ro = 0.0594. 
Similar behavior is found for the Reynolds numbers of 47,000 
and 70,000 (not shown). 

The effect of Reynolds number on the local Nusselt number 
ratio, Nu/Nu0, at the same rotational speed is generally small 
in the rotating rib-roughened serpentine passage. For example, 
the deviations of Nu/Nu0 for various Reynolds numbers at 
Ro = 0.0195 are less than 5 percent (not shown). The disclosure 
is in contrast with the behavior in a rotating smooth serpentine 
passage in which the Reynolds number plays an important role 
on heat transfer on the trailing wall (Yang et al., 1992). 

Figure 11 depicts the effect of Rayleigh number on heat 
transfer at Rer = 750. Here, Rer, the product of the Reynolds 
number and the rotation number, is called the rotational Reyn
olds number. It reveals that an increase of the Rayleigh number 
leads to a retardation in the heat transfer performance on the' 
trailing wall of the first straight section in rotation: a decrease 
from 10 percent at Ra = 1.9 x 107 to 3 percent at Ra = 5.9 
x 107. The reduction on the trailing wall of the second straight 
section ranges from about 20 percent at Ra = 1.9 x 107 to 
12 percent at Ra = 5.9 x 107. In contrast, the heat transfer 
reduction on the leading wall of both the first and third sections 
is nonlinear, from about 10 percent at Ra = 1.9 x 107 to 5 
percent at Ra of 3.9 x 107 and 5.9 x 107. The influence of 
Rayleigh number on the heat transfer on both the trailing wall 
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Fig. 12 A comparison of local Nusselt number distributions in rib-
roughened and smooth (Yang et al., 1992) serpentine passages at Ro = 
0.017: (a) trailing walls and (b) leading walls 

of the third section and the leading wall of the second section 
is not obvious. An increase in the rotational Reynolds number, 
Rer, leads to an enhancement in heat transfer on the trailing 
wall of the first straight section but a reduction on that of the 
second section. For example, at Ra = 3.9 x 107, Nu/Nu0 on 
the trailing wall in the first straight section increases from 5 
percent at Rer = 750 to 12 percent at Rer = 1390. Meanwhile, 
a reduction in Nu/Nu0 on the trailing wall of the second straight 
section is enhanced from about 15 percent at Rer = 750 to 30 
percent at Rer = 1390, not shown. The leading wall experiences 
a heat transfer reduction in the first and third straight sections. 
The effect of the rotational Reynolds number on heat transfer 
is minor on both the trailing wall of the third straight section 
and the leading wall of the second straight section. 

Figures 12 and 13 compare the heat transfer performances 
in the rib-roughened and smooth serpentine passages in ro
tation. A baseline of fully developed turbulent flow at rest 
used by Wagner et al. (1991c) was employed here. The ribs 
have contributed to a heat transfer enhancement from 130 to 
200 percent at Ro = 0.017 and Re of approximately 45,000, 
and from 150 to 300 percent at Ro = 0.0238 and Re of about 

566 / Vol. 115, AUGUST 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6 

5 1 

Re=23,000 (Ribbed passages) 
Re = 25,00O (Smooth passages, Wagner et al., 1991c) 
Re=25,000 (Tripped passages, Wagner et al., 1991b) 

First turn Second turn 

0.0 0.2 

— i — • — i 1 — 

0.4 0.6 
X/XL 

(a) 

1.0 

a 4 
3 
z 
3 

Z 3 

Re=23,000 (Ribbed passages) 
Re = 25,OOu (Smooth passages, Wagner et al., 1991c) 
Re=25,000 (Tripped passages, Wagner et al., 1991b) 

First turn 
_L 

0.0 0.2 
i— 

0.4 

Second turn 
_J I 

X / X , 

(b) 

0.6 O.g 1.0 

Fig. 13 A comparison of local Nusselt number distributions in rib-
roughened and smooth (Wagner et al., 1991c) and tripped (Wagner et 
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24,000. A comparison results in a difference of up to 100 
percent between Wagner et al. (1991b) and the present study 
due to differences in their models, size and rib geometry, meas
urement methods, and test conditions. Here, the linear inter
polated values of Nu/NUoo between Ro = 0.0 and 0.118 for 
Ro = 0.0238 of Wagner et al. (1991c) are superimposed in 
Fig. 13 for comparison. Taslim et al. (1991) found that heat 
transfer coefficients on the leading surface decreased with an 
increase in the rotation rate. The result is consistent with those 
of Wagner et al. and the present study. However, the heat 
transfer performance on the trailing surface contradicted those 
of Wagner et al. (1991b) and the present study. Additional 
work is desirable in order to clarify the cause of the inconsis
tency. 

Conclusion 

A rather difficult experimental investigation has been con
ducted to determine the local heat transfer performance in a 
rotating rib-roughened serpentine passage. It is concluded from 
the present study that: 

1 A significant enhancement in the heat transfer perform
ance is achieved by means of rib turbulator in a serpentine 
passage at rest as well as in rotation. 

2 The rotational effect on heat transfer from rib-roughened 
surfaces is most significant on both the trailing wall of the 
first two straight sections and the leading wall of the third 
straight section. 

3 Although the Reynolds number plays an important role 
on heat transfer from rib-roughened surfaces both at rest and 
in rotation, its effect on the Nusselt number ratio, Nu/Nu0 , 
is minor. 

4 Both the Rayleigh and rotational Reynolds numbers have 
considerable effects on heat transfer on both the trailing wall 
of the first two straight sections and the leading wall of the 
first and third straight sections. 
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An Experimental Study on Heat/ 
iass Transfer and Pressure Drop 
Characteristics for Arrays of 
Nonuniform Plate Length 
Positioned Obliquely to the Flow 
Direction 
In this paper, heat/mass transfer and pressure drop characteristics for arrays of 
nonuniform plate length, aligned at an angle of 25 deg to the flow direction, are 
investigated experimentally via a naphthalene sublimation technique. The measure
ments of cyclic average Sherwood numbers and friction factors in the fully developed 
regime are conducted for nine geometric configurations. The following parameter 
ranges are studied: length ratio of successive plates 1.5-2.5; ratio of the transverse 
pitch to the longitudinal pitch 0.381-0.8, and Reynolds number based on short plate 
length 1.98X101 to 1.66x id3. Comparisons with the results for arrays with uniform 
plate length are conducted. Two constraints are used, identical pumping power and 
identical pressure drop. It is found that for most cases studied, the thermal per
formance of the array with a nonuniform plate length is better than that of the 
array with a uniform plate length. 

Introduction 
Flow interruption in a flow passage, at periodic intervals, 

is a well-known technique for enhancing heat transfer. The 
slit fins used in compact heat exchangers and automobile ra
diators are examples of this technique. Due to the repeated 
interruption of the thermal boundary layer, the slit fin has 
higher local heat transfer coefficients than that without slits. 
In the case of louvered fins, the fin segments are positioned 
obliquely to the flow direction; additional heat transfer en
hancement can be obtained because of the impinging effect 
and the vorticity and turbulence created in the flow. The heat 
transfer and the pressure drop characteristics are controlled 
mainly by the geometric factors. These include the positioning 
of the fin segments (i.e., plates), the transverse pitch between 
two adjacent plates, the angle of the plates, and the plate 
thickness. A number of investigations, both experimental and 
numerical, have been conducted on heat transfer and pressure 
drop characteristics of this type of fin surface. Lee (1986) and 
Zhang and Lang (1989) experimentally investigated the heat 
transfer and pressure drop performances of an array of plates 
aligned at angles to the flow, which serves as a two-dimensional 
model of louvered fins. For this type of positioning, Lee (1989) 
further investigated the effect of segmented-to-total plate width 
on the heat transfer and pressure drop characteristics. Asako 
and Faghri (1988) and Pang et al. (1990) performed numerical 
investigations on an array of interrupted plates positioned con-
vergently-divergently along the flow direction. In the experi
mental work mentioned above, the transverse pitch was kept ' 
constant. However, according to the flow visualization results 
obtained by Hiramatsu and Kajino (1986), the transverse pitch 
has a significant effect on the heat transfer performance of 
louvered fins. In all the research related to the heat transfer 
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performance of louvered fins, the lengths of two successive 
segments are uniform. Thus, in the periodic fully developed 
regime, one unit only includes one segment. For arrays of 
staggered plates aligned with air flow, Yan et al. (1988) con
ducted an experimental study to reveal the effect of length 
ratio of successive plates on the heat transfer and pressure 
drop. They found that when the length ratio of the two suc
cessive plates is two, the value of y'//is 8-13 percent higher 
than that of uniform arrays. This fact stimulated the present 
authors to perform a similar study for the louvered fin case. 

In this work, experimental studies are conducted for a two-
dimensional model of louvered fins with a fixed oblique angle. 
Consistent with the experimental results of Lee (1989) and Zang 
and Lang (1989), an oblique angle of 25 degrees is adopted. 
Attention is focused on the effects of the length ratio of suc
cessive plates and the ratio of the transverse pitch to one unit 
length on the heat transfer and pressure drop characteristics 
of louvered fins. The heat transfer data are obtained via the 
naphthalene sublimation technique. The mass transfer model 
adopted here is analogous to a heat transfer problem in which 
all plates are identically isothermal. The experimental results 
are compared with those for an array of uniform length under 
conditions of identical pumping power and identical pressure 
drop. It is found that the heat transfer performance of the 
nonuniform plate length array is generally better than that of 
the uniform length array. 

Experimental Apparatus and Procedures 
The experimental apparatus is presented in Fig. 1, where 

various components of the apparatus—the inlet section, pre-
duct, test section, after-duct, rotameter, control valve and 
blower—are shown schematically. The test section is 553 mm 
long with a span wise dimension of 120 mm and a changeable 
height, ranging from 80 mm to 120 mm. 

The test section is illustrated in Fig. 2. It consists of five 
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columns of plates and duct walls. In each column there are 
nine units or cycles, each including one long plate and one 
short plate. The successive plate lengths of the three inner 
columns are L\ (long plate) and L2 (short plate). The plate 
lengths of the two columns adjacent to the upper and lower 
wall of the test section are L{/7 and L2/2. Such an elaborately 
designed test section ensures that the flow and heat transfer 
on the plates in the middle column can simulate those situations 
where the flow is not bounded by the upper and lower walls. 
The two successive plates are so located that the longitudinal 
pitch (i.e., the streamwise length of one unit), LP, is always 
equal to the total length of a long and a short plate 
(LP = L\+L2). In every run, only the plates in the middle col
umn are naphthalene coated. Other plates that did not par
ticipate in the mass transfer process are made of mild steel 
and are there simply to simulate the fluid dynamic boundary 
conditions. This practice may be called local simulation, the 
rationality of which has been demonstrated by Lee's experi
ments (1986). All the plate edges are right angled as in real fin 
surfaces. The plates are held in position by recessed bars at
tached to the two side walls of the test section. The upper wall 

is removable, so that the test plates can be put in and taken 
out easily. To prevent leakage from the test section, an O-ring 
is used. 

A pictorial view of a test plate is shown in Fig. 3. It consists 
of a 1-mm-thick mild steel core sandwiched between two thin 
(0.25 mm) layers of naphthalene. In order to position the test 
plate into the recessed bars and to minimize the end effect, at 
each end of the substrate there is a 30-mm-long section that 
is not covered by naphthalene. The test plates were made by 
a casting-machining process. The details may be found from 
Sparrow and Hajiloo (1980). It should be noted that the leading 
edge of the test plate is not fully naphthalene coated because 
of the difficulty in preparation of the test plate. In the cal
culation of the naphthalene surface area, the inactive part is 
not included. In the uncertainty analysis, the error of unac
counted-for mass transfer at the inactive part of the leading 
edge is approximately considered via the term of naphthalene 
surface area. 

The parameters of the test arrays are as follows: the plate 
thickness 5=1 .5 mm, the oblique angle 6 = 25 deg, the short 
plate length L2 = 15 mm, the ratio of L\/L2 = 1.5, 2.0, and 
2.5 (the corresponding longitudinal pitches LP are 37.5, 45, 
and 52.5 mm), and the transverse pitch TP = 20, 25, and 30 
mm. It should be noted that in an actual automobile radiator, 
the thickness of slit fins is about 0.1 mm. It is too small to be 
simulated by naphthalene sublimation technique. The plate 
shown in Fig. 3 is an enlarged model, about 15 times as large 
as a slit fin. In the test, the range of Reynolds number en
compasses the actual values of Reynolds number encountered 
in engineering practice. 

It is evident that nine configurations can be obtained from 
the combination of different Lx/L2 and TP/LP. The charac
teristics of these configurations, expressed in both dimensional 
and dimensionless terms, are presented in Table 1. For sim
plicity of later writing, a case number is assigned to each 
configuration. 

Nomenclature 

Ac = 

D = 
/ -
F = 

j = 
k = 
K = 

L = 

Li = 
L2 = 

cross-sectional area of the 
wind tunnel 
diffusion coefficient 
friction factor 
transfer area of naphthalene 
sublimation 
Colburn y-f actor = Nu/RePr04 

thermal conductivity 
per-unit average mass transfer 
coefficient 
length of plate in array of uni
form plate length 
length of long plate 
length of short plate 
spanwise length of naphtha-

LP = 

AM = 
N = 

Nu = 
Pr = 

APP = 
AP, = 
AP, = 
AP, = 

Q --
Re = 
Sc = 

lene-coated section of each test 
plate 

= longitudinal pitch (length of a 
unit) 

= corrected mass loss 
= number of plate cycles (units) 

in the fully developed region 
= Nusselt number 
= Prandtl number 
= entrance/exit loss 
= inertia loss through the array 
= pressure drop due to friction 
= pressure drop of array 
= volumetric flow rate of air 
= Reynolds number 
= Schmidt number 

Sh 
TP 

V 
Apm 

5 
0 
V 

p 
Pne 

Pni 

Pnw 

T 

Sherwood number 
transverse pitch 
average air velocity 
log mean concentration differ
ence 
thickness of plate 
oblique angle of louvered fin 
kinematic viscosity of air 
density 
concentration at the exit of the 
test unit 
concentration at the inlet of 
the test unit 
concentration of naphthalene 
vapor at the plate surface 
time duration of data run 
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Table 1 Characteristics of the configurations investigated (L2 

mm, 0 = 25 deg) 
15 

I case I Li, mm I TP) mm I LP, mm I L ) / L 2 | T P / L p | 

I 1 I 37.5 1 30.0 1 52.5 1 2.5 1 0.571 1 

1 2 I 30.0 I 30.0 1 45.0 1 2.0 1 0.667 1 

1 3 I 22.5 I 30.0 1 37.5 1 1.5 1 0.800 1 

| 4 | 37.5 I 25.0 1 52.5 1 2.5 1 0.476 1 

1 5 I 30.0 I 25.0 1 45.0 1 2.0 1 0.556 1 

1 6 I 22.5 I 25.0 1 37.5 1 1.5 1 0.667 1 

1 7 I 37.5 I 20.0 1 52.5 1 2.5 1 0.381 1 

1 8 1 30.0 I 20.0 1 45.0 I 2.0 1 0.444 1 

1 9 1 22.5 I 20.0 1 37.5 1 1.5 1 0.533 1 
1 1 

In the preduct and test section regions, along the spanwise 
centerline of the upper wall, a series of small holes (0.5 mm) 
are made, which are normal to the inner surface of the upper 
wall and serve as pressure taps to provide pressure signals 
during the data runs. These small holes are so located that the 
distance between two successive holes equals the length of one 
cycle, which is composed of one long plate and one short plate. 

The airflow rate going through the wind tunnel is measured 
by a calibrated rotameter. A calibrated laboratory thermom
eter positioned in front of the duct inlet is used to determine 
the temperature of the inlet air. The sublimated mass of the 
naphthalene is measured with an analytical balance having a 
resolution of 0.1 mg and a capacity of 200 mg. The pressure 
signals are sensed by a capacitance-type pressure transmitter 
and measured with a digital voltmeter. The pressure signal can 
be read to 10"3 mm H2O. The amount of naphthalene sub
limated during a data run is determined by weighing the test 
plates immediately before and after the data run. In order to 
ensure that there is no appreciable change in the geometry of 
the test plates, the run time is adjusted so that the average 
change in the thickness of the naphthalene coating during a 
data run is less than 0.025 mm. The room temperature variation 
during a run is generally less than 0.2°C. 

Auxiliary experiments are performed to assess the possible 
extraneous loss of mass that might have occurred during the 
installation and removal operations. The extraneous loss is 
typically about 1-2 mg. The typical sublimated mass of the 
long plate is about 30 mg and that of the short plate 15 mg. 

The experimental runs to determine pressure drops are made 
separately from those for mass transfer measurements. In this 
case only metal plates are employed. The details of the ex
perimental procedures of the naphthalene sublimation tech
nique are well documented in the literature and may be found 
from Xiao and Tao (1990) and Huang (1990), and will not be 
elaborated here. 

Data Reduction 

Mass Transfer. The average mass transfer coefficient K of 
a unit is evaluated from the sublimated mass AM and the 
duration time T of the test run by the definition 

K=AM/(FrAPm) (1) 

In the equation, F is the transfer area of the naphthalene 
surface, AM is the corrected mass of naphthalene, from which 

the extraneous loss of naphthalene during the auxiliary proc
esses has been excluded, and Apm is the log mean wall-to-bulk 
naphthalene vapor concentration difference: 

&Pn (2) 
In {{p„w ~ P,»')/(p„,v - Pne)) 

The quantity pnw is the concentration of naphthalene vapor at 
the plate surface and was determined from the Sogin vapor 
pressure-temperature relationship provided by Sogin (1957) in 
conjunction with the perfect gas law. The inlet air temperature 
is used as the naphthalene surface temperature. The uncertainty 
caused by this practice is fully tolerable (Sparrow et al., 1983). 
The pne is calculated by: 

P„e = p„i + AM/(TQ) (3) 

The per-unit average Sherwood number and Reynolds num
ber are defined as 

Sh =KLJD Re = (4) 

iVSc, Sc 

= QL2/{vAL) 

where the diffusion coefficient is calculated by D 
= 2.5. 

In order to generalize the results from naphthalene subli
mation to other Schmidt (or Prandtl) numbers, an adequate 
value of the exponent n in Sc" or Pr" must be selected. Ac
cording to the suggestion of Sparrow and Hajiloo (1980), a 
0.4 power relation of Sc (and Pr) is adopted. Then, according 
to the theory of mass/heat transfer analogy, we have 

Sh/Nu = (Sc/Pr)° (5) 

Pressure Drop. The total pressure drop AP, through the 
periodic fully developed region of the test section consists of 
three components, which are the pressure drop due to friction 
(AP/), that due to inertia losses (AP,), and the entrance/exit 
losses (APe). 

In this paper, an average friction coefficient / is used to 
express the characteristics of the plate array in the periodic 
fully developed region: 

f=AP,/(pV2N/2) (6) 

where Â  is the number of plate cycles (units) in the periodic 
fully developed region along the flow direction, and AP, is the 
pressure drop over the N plate units. In this experiment, N = 
3-5. The average air velocity is calculated by V = Q/Ac. 

Results and Discussions 

Preliminary Experiments. Two sets of preliminary exper
iments were conducted. First, to ensure that the results of the 
present investigation represent the case of a two-dimensional 
plate array, the effect of the spanwise length of the naphtha
lene-coated surface, L„c, on the average mass transfer rate was 
investigated for the array of uniform plate length. Two span-
wise lengths of the naphthalene-coated surface were used, L„c 

= 40 mm and Lnc = 80 mm. The results are shown in Fig. 4. 
It can be seen that the results of the two values of Lnc are 
almost identical with an average deviation of 1.49 percent. 
This indicates that for the case of Lnc = 80 mm the end effect 
on the mass transfer is negligible. In subsequent experiments, 
the spanwise length of naphthalene-coated surface is taken as 
80 mm. 

The second preliminary experiment was conducted to de
termine the number of units after which the flow and mass 
transfer may be regarded as periodically fully developed. This 
experiment was performed for a nonuniform plate array 
(L[ ^L2). Two geometric cases were tested. These are case No. 
2 and case No. 7. It was found that in the range of Re = 2.40 
x 102-1.65x 103, from the fifth unit on, the fluid flow and 
mass transfer can be considered periodically fully developed. 
The indication is that from the fifth unit on, the per-unit 
average Sherwood number remains constant with a maximum 
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Fig. 5 Effect of the ratio of successive plate length on mass transfer 

deviation of about 4 percent from unit to unit. In the subse
quent experiments, the data of the seventh unit were taken as 
representative for the fully developed region. 

In view of the rapid attainment of the periodic fully devel
oped fluid flow and mass transfer, the following discussion 
will focus on the fully developed characteristics. 

The presentation of the experimental results will begin with 
the effect of the length ratio of successive plates on mass 
transfer, followed by the effect of transverse pitch on the 
Sherwood number, and then a general mass transfer correlation 
will be presented. The results of pressure drop and friction 
factor will be provided at the end of this section. 

Effect of Lx/L2 and TP/LP on Mass Transfer. The per-
unit average Sherwood number in the periodic fully developed 
region for three ratios of successive plate lengths are shown 
in Fig. 5. It can be seen that at the same transverse pitch, with 
the increase in Lx/L2, the per-unit average mass transfer coef
ficients increase. The effect of the transverse pitch on mass 
transfer is shown in Fig. 6. It clearly shows that, at the same 
Li/L2, with decrease in TP, per-unit average Sherwood number 
increases. 

This variation of the Sherwood number with Li/L2 and TP/ 
LP may be accounted from the following considerations. Ac
cording to the flow visualization performed by Hiramatsu and 
Kajino (1986), the fluid flow between the plates may, in gen
eral, be considered as the sum of the following two parts. The 
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first part is the flow along the plate surface, the second part 
is the flow between the two parallel plate columns. These two 
parts of flow are schematically shown in Fig. 2 by two arrows 
labeled with (T) and @ , respectively. It is mainly the first 
part of the flow that takes part in the heat and mass transfer 
process. The second part is, in some sense, the bypass flow, 
which does not make a great contribution to the mass/heat 
transfer. For the same value of 7>, the increase in Lx leads to 
an increase in the distance between two successive plates (note, 
LP = Lx + L2, L2 is fixed). This change in geometry causes 
an increase in the first part flow (with the same total flow rate, 
i.e., the same Reynolds number). Thus, the transfer process 
is enhanced. This discussion also applies to the dependence of 
Sh on TP/Lp. The increase in plate length L \ may cause another 
effect. Since the two ends of the long plate protrude to the 
space between the two parallel plate columns, where the second 
part of the flow goes through, the ends of the long plate may 
be washed out directly by the second part of flow, and here 
the mass transfer is enhanced. This consideration may be sup
ported from the data of per-plate average Sherwood number. 
In Fig. 7, the per-plate Sherwood number versus Re are shown 
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for the case of Li = 30 mm, TP = 25 mm. The Sherwood 
number of the plate is higher than that of the short plate (with 
the same characteristic length L2). This result is quite different 
from that of a plate placed along the flow direction, for which 
the shorter the plate, the higher the heat transfer coefficient. 

The mass transfer results were correlated by the least square 
curve fitting method. The following equation is obtained: 

Sh = 0.252 
T \ 0.107 

(7) 

Ll/L2= 1.5-2.5, 7>/ZP = 0.38-0.80 
8/TP= 1/20-3/40, 0 = 25 deg, Re= 1.98x 102-1.66x 103 

This equation agrees with the experimental data to within 
±2.7 percent (average) for 72 test data, with maximum de
viation of 9.9 percent (Fig. 8). 

According to the mass/heat transfer analogy theory, we have 

Nu = Sh(Pr/Sc)04 = 0.175 (yP 

\Lp 

-0.52 
R e 0 . 6 8 l p r 0 . 4 

(8) 

where the Sc number (2.5) has been incorporated in the con
stant term. 

Pressure Drop and Friction Factors. In the periodic fully 
developed regime, the pressure exhibits periodicity character
istics similar to those that occurred to the mass transfer. This 
implies that the pressures at successive points separated by unit 
length LP lie along a straight line. In the experimental appa
ratus, the successive pressure taps are separated by a distance 
LP, and the measured pressures in the fully developed region 
do, indeed, fall on a straight line, except for the pressure 
measured from the last two taps, which may be affected by 
the recirculating flow in the suddenly enlarged part of the after-
duct. 

The variations of the per-unit friction factors with the Reyn
olds number are shown in Fig. 9. The major feature of Fig. 9 
is that for any case studied, from a certain Reynolds number ' 
on, the per-unit friction factor / does not vary with Reynolds 
number and is almost constant. This means that from a certain 
Reynolds number on, the inertia loss becomes dominant in the 
total pressure drop. Figure 9 also shows that the per-unit fric
tion factor increases with the increase in L\/L2 and with the 
decrease in TP/LP. 

Attention is now turned to the uncertainty analysis. A com
prehensive uncertainty analysis for naphthalene sublimation 
experiments has been made by Xiao et al. In this study the test 
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Fig. 9 Per-unit friction factors of nine cases tested 

procedure and instruments are the same as those of Xiao et 
al., and, therefore, the analysis process will not be elaborated 
here. The ratio of the exit naphthalene density to the saturated 
naphthalene vapor density is less than 0.1 in this investigation. 
Using the method of Kline and McClintock (1953), this leads 
to a maximum Sherwood number uncertainty of 5.45 percent, 
and the Reynolds number uncertainty is 3 percent. The per-
unit friction factor has an uncertainty of 4.12 percent, for a 
case of moderate Reynolds number. 

Performance Evaluation 
In this section, the comparison of the heat/mass transfer 

and pressure drop characteristics of the array of nonuniform 
plate length with those of the array of uniform plate length 
will be made first. Then the heat/mass transfer performance 
evaluations will be conducted under the identical pumping 
power and identical pressure drop constraints. 

Comparisons of Sh and Pressure Drop for the Two Types 
of Plate Array. The mass/heat transfer and pressure drop 
characteristics comparisons between the two types of array are 
performed for the case of TP = 30 mm. The schematic views 
of the two arrays are shown in Fig. 10. The variations of the 
per-unit average Sherwood number with Reynolds number are 
shown in Fig. 11, where the Sherwood correlation for the array 
of uniform plate length is adopted from Zhang and Lang 
(1989). It should be noted that for comparison purposes, the 
characteristic length for the nonuniform length array is now 
taken as Lx, the length of the long plate, which equals the plate 
length of the uniform case. Examination of Fig. 11 shows that 
for any geometric case compared, there is a somewhat critical 
Reynolds number, beyond which the Sherwood number of the 
uniform case is larger than that of the nonuniform case. For 
the three cases compared, this critical Reynolds number is 
about 1.1-1.3 x 103. 

The following considerations may account for the afore
mentioned character. As noted earlier, the reason interrupted 
plates positioned along the flow direction can enhance heat 
transfer is the entrance effect of the thermal boundary layer. 
When the plates are positioned obliquely to the flow direction, 
the impinging effect makes a further contribution to the aug
mentation of heat and mass transfer process. When Re is less 
than the critical value, the entrance effect is the major factor 
contributing to the enhancement. The per-unit average plate 
length of the nonuniform case (i.e., (L\ + L2)/2) is less than 
that of the uniform case (Fig. 10(a)). Thus, the per-unit average 
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Sherwood number of the nonuniform case is larger than that 
of uniform case. However, with the increase in the velocity of 
oncoming flow, the contribution of the impinging effect be
comes larger. When Re is larger than the critical value, the 
impinging effect becomes dominant. Under the same transverse 
pitch, a stronger impinging effect will occur at the longer plates. 
This leads to a higher transfer coefficient for the uniform array, 
the plate length of which is larger than the per-unit average 
plate length of the nonuniform case. 

A comparison of the pressure drops is presented in Fig. 12. 
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Fig. 12 Pressure drop of the two arrays compared 

It can be seen that in the range of this study, the pressure drop 
of the nonuniform case is less than that of uniform case. This 
is an outcome of the complex flow phenomena. A detailed 
flow field analysis will be helpful to understand the results. 
An numerical investigation is now under way. 

Heat/Mass Transfer Performance Evaluation. Attention 
is now turned to the relative performance of the nonuniform 
and the uniform arrays. This issue must be dealt with in a 
manner similar to that used for the performance ranking of 
enhanced and nonenhanced heat transfer surfaces. For such 
rankings to be meaningful, it is necessary to specify the con
straints under which the comparison is being made (e.g., equal 
flow rate, equal pumping power, equal pressure drop). In this 
paper basic heat/mass transfer and pressure drop data have 
been provided for the array of nonuniform plate length, and 
those of uniform array can be adopted from Zhang and Lang 
(1989). Therefore, performance evaluation can be made for 
any constraints. For simplicity, only two constraints are used, 
i.e., identical pumping power and identical pressure drop. Since 
the experiments of Zhang and Lang (1989) were conducted at 
fixed transverse pitch (TP = 30 mm), comparisons are made 
only for the configurations of cases No. 1,2, and 3. Apart 
from the comparison between the two types of array, per
formance evaluations are also performed for different case 
numbers of the nonuniform array with the data of case No. 
1 as a reference. 

Identical Pumping Power. From the definition of / (Eq. 
(6)) and Reynolds number (Eq. (4)), it can be shown that the 
condition of identical pumping power is satisfied when: 

(ReL,)u„i=7i(ReL,)n 
WAe)n 

L{+L2 (fAc)u 
(9) 

where the subscripts "uni" and "non" refer to the cases of 
uniform array and nonuniform array, respectively. With Rei2 
as the abscissa, the ratio (Sh)non/(Sh)uni is shown in Fig. 13. 
For all the situations studied, the heat/mass transfer perform
ance of a nonuniform array is superior to that of a uniform 
array. In the Reynolds number range compared, the config-
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Fig. 14 Results of performance comparison of nonuniform plate length 
array at identical pumping power (case No. 1 as a reference) 

uration of case No. 1 seems to have the best behavior. It may 
provide about 10 to 12 percent heat transfer enhancement. 

It should be noted that the array with L1/L2 has rather 
different behavior in the low Reynolds number region. By 
carefully examining the calculation process, we have found 
that this anomalous behavior resulted from the /-Re charac
teristics shown in Fig. 9. As seen there, for the case of L\/Li 
= 1.5 (i.e., Lx = 22.5 mm), in the Reynolds number range 
of2.5 x 102-7.0x 102, the value of the friction factor increases 
with Reynolds number appreciably. This anomalous behavior 
had been recognized during the course of the experiment, and 
the data had been checked by repeated tests. In the series of 
research projects of our group, the same behavior for the plate 
length of 22.5 mm had been found for other plate positioning. 
In order to clarify this problem, more research needs to be 
performed. The same discussion applies for the anomalous 
behavior of Li/L2 = 1.5 case in Fig. 14. 

The results of performance comparison between different 
case numbers of the nonuniform array are shown in Fig. 14, 
where the ordinate represents the Sherwood ratio of the com
pared case to the reference case. It can be seen that under the 
condition of identical pumping power, the decrease in the 
transverse pitch and increase in the length ratio is, in general, 
in favor of heat transfer enhancement. In the whole range of 
Reynolds numbers compared, the performance of case No. 9 
seems to be the best. It can enhance heat transfer about 6 
percent. 
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Fig. 16 Results of performance comparison of nonuniform plate length 
array at identical pressure drop (case No. 1 as a reference) 

Identical Pressure Drop. For the condition of identical 
pressure drop, the relation between the Reynolds numbers of 
the two types of array is: 

(Rei)u CReL,) L 2 ' n o n 
/ n c 

L1+L2 /ui 
(10) 

The Sherwood number ratios are shown in Fig. 15. Again, 
the heat transfer performances of the three cases of the non
uniform array are all superior to those of the uniform array, 
with the maximum heat transfer enhancement as large as 16 
percent. 

In Fig. 16, the comparison results for different case numbers 
are presented. Here the performance behavior of the eight cases 
is quite different from that shown in Fig. 14. At a fixed pressure 
drop, the decrease in transverse pitch and the increase in length 
ratio may deteriorate the heat transfer process. The perform
ance of case No. 9 is the worst, for which the heat transfer 
rate may be 13-15 percent lower than that of the case No. 1. 
Case No. 3 seems to have the best performance, with an en
hancement in heat transfer of about 5-10 percent. 

Concluding Remarks 
The work reported here is, apparently, the first systematic 

experimental study of the effects of successive plate length 
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ratio and transverse pitch on forced convective heat transfer 
and pressure drop of the plate array positioned obliquely to 
the flow direction. The naphthalene sublimation technique was 
successfully used to determine the two-dimensional plate array. 
Here, one unit consisted of two plates, one long and one short. 
The mass transfer experiments were carried out over the Reyn
olds number range from 1.98 x 102 to 1.66 x 103 for nine 
configurations. 

Unit-average fully developed Sherwood numbers and fric
tion factors were evaluated from test data. At a fixed Reynolds 
number, the increase vaLl/L2 or the decrease in TP/LP brought 
about an increase in Sherwood number. The anticipated out
come was that the per-unit friction factor increased with the 
increase in Lx/L2 or the decrease in Tp/LP. A general corre
lation for Sherwood number was obtained via a least square 
curve-fitting method (Eq. (7)). This equation fitted the 72 
experimental data with an average deviation of ±2.7 percent. 

A comprehensive performance evaluation was made to com
pare the heat/mass transfer and pressure drop characteristics 
of uniform array and nonuniform array. The plate length of 
the uniform array was equal to that of the long plate of the 
nonuniform array. The other geometric conditions were the 
same. It was found that for mass transfer there was a critical 
Reynolds number below which the mass transfer of the non
uniform array was higher than that of the uniform array. As 
far as the friction factor was concerned, at a fixed Reynolds 
number (based on the same characteristic length), the pressure 
drops of the nonuniform array were always less than those of 
the uniform array. For the two constraints adopted, the ther
mal performance of the nonuniform array studied was always 
superior to that of the uniform array, with the maximum 
increase in Sherwood number about 12 percent (for fixed 
pumping power) and 16 percent (for fixed pressure drop). In 
this comparison, configuration case No. 1 always has the best 
performance. 

The comparisons between different case numbers of the 
nonuniform array showed that at fixed pumping power the 
decrease in transverse pitch and the increase in length ratio 
were in favor of heat transfer enhancement, while for fixed 
pressure drop, these two practices might deteriorate heat trans
fer process. For identical pumping power, case No. 9 behaved 
the best, while for identical pressure drop, case No. 3 had the 
best performance. 
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Enhanced Heat Transfer Missing 
Ping and Optimization for' 
Cylindrical Pin Fin Arrays 
This paper reports an experimental investigation on the effects of interfin spacing, 
shroud clearance, and missing pin on the heat transfer from cylindrical pin fins 
arranged in staggered and in-line arrays. The interfin spacing in the span wise direction 
was so small that the pins were almost touching each other. It was found that the 
optimum interfin spacing in both spanwise and streamwise directions is 2.5 D re
gardless of both type of array and shroud clearance used. The effect of missing pin 
for various interfin spacing arrays was found to be negligible for the in-line array 
but more significant for the staggered arrays. 

1 Introduction 
Augmentation of heat transfer from engineering compo

nents has attracted the attention of researchers for many years. 
The development of very powerful gas turbine engines for 
military aeroplanes required the development of a very efficient 
technique to cool the turbine blades. One way of doing this is 
through the application of forced convention to a pin fin array 
configuration inside the blade. Another area where heat trans
fer augmentation is required is the area of microminiaturi
zation of electronic component for digital computers and the 
instrumentation of modern aircrafts. 

An extensive review of numerous experimental investigations 
on heat transfer from plate fins is reported by Webb (1980). 
Brown et al. (1980) conducted heat transfer measurements for 
array configurations with pins of different length-to-diameter 
ratios. Bennon and Incropera (1981) carried out heat transfer 
measurements for a single horizontal cylinder, one row of 
cylinders, and two rows of cylinders in a crossflow of water. 
They developed a set of correlations for the combined con
vection regime. It was found that the type of convection regime 
dominating the heat transfer from the cylinder is very much 
dependent on the range of Reynolds number. Metzger et al. 
(1984) reported measurements of heat transfer associated with 
staggered arrays of short circular pin fins (length-to-diameter 
ratio of 1). The staggered array arrangements considered were 
those encountered in cooled gas turbine engine airfoils. The 
measurements were conducted over a Reynolds numbers range 
of 103 to 105. They found that, in general, the Nusselt number 
increases for the first three rows and then it declines for the 
remaining ones. 

Sparrow et al. (1983a) investigated the effects of fluid flow 
and geometric parameters on the heat transfer coefficients of 
an array of coplanar slatlike surfaces, which face upstream 
into the oncoming flow. In another paper by Sparrow group, 
Sparrow et al. (1983b) reported heat transfer, pressure drop, 
and fluid flow characteristics of blocklike modules affixed to 
a parallel plate channel, which was cooled by forced convection 
airflow. They found that it was possible to increase heat trans
fer enhancement by as much as a factor of two. It was also 
found that the pressure drop for a multibarrier system is less' 
than that obtained for a single-barrier system. Simoneau and 
Van Fossen (1984) used staggered and in-line arrays to inves
tigate the effect of location of the array on heat transfer to a 
short cylinder in crossflow. The experimental heat transfer data 
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were compared based on a single row and heated cylinder. It 
was found that for in-line arrangements the addition of a single 
row of cylinders upstream of the flow, which include the heated 
cylinder, resulted in an increase in the heat transfer by an 
average of 50 percent. 

Metzger et al. (1984) investigated the effects of pin shape 
and array orientation on heat transfer and pressure loss in pin 
fin arrays with particular application to cooled turbine airfoil 
with pin fins. They found that, for a circular cross-sectional 
pin array, the array orientation with respect to the mean flow 
significantly affects both heat transfer and pressure drop. 
However, an increase by as much as 20 percent in the heat 
transfer resulted when the circular cross section is replaced by 
an oblong one. This increase in heat transfer was accompanied 
by an increase in pressure drop. Sparrow et al. (1984) inves
tigated the effect of inlet, exit, and fin geometry on pin fins 
situated in a turning flow. They measured per-fin heat transfer 
coefficient and overall pressure drops. They concluded that 
partial shrouding of the inlet results in uniform per-fin heat 
transfer coefficients throughout the array. On the other hand 
the modification of exit geometry affects only the less tightly 
packed arrays. 

Sparrow and Sarnie (1985) experimentally investigated heat 
transfer and pressure drop from one and two arrays of tubes 
in a Reynolds number range from 7500 to 32,000. They found 
that when one row of tubes was used, both Nusselt number 
and pressure drop were very sensitive to the pitch distance in 
the spanwise direction (pitch distance between tubes). Similar 
trends were obtained for a staggered two-row array of fin tubes. 
It was also found that the staggered array tends to give higher 
heat transfer than that given by an in-line one. However, the 
pressure drop across the in-line array was less than that across 
the staggered one. A numerical and experimental investigation 
was conducted by Kadle and Sparrow (1986) to study heat 
transfer and pressure drop from longitudinal fins. The average 
convective heat transfer coefficients obtained from both ex
perimental and numerical results were found to agree well with 
the standard correlation available in literature. 

Baughn et al. (1986) developed an experimental technique 
to provide a uniform wall heat flux that is used to study the 
local heat transfer coefficients for a single cylinder, cylinders 
in tandem, and cylinders located in the entrance of a tube 
bank. It was found that for both in-line and staggered tube 
arrangements the heat transfer coefficient distribution is very 
much dependent on the row location and found to be estab
lished by the third row. Goshayeshi et al. (1986) used horizontal 
tubes immersed in a hot fluidized bed to study the average 
heat transfer coefficients. They found that tubes in the bottom, 
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top, and interior rows tend to exhibit different heat transfer 
rates. 

Heat transfer and friction factors from an array of shrouded 
vertical rectangular fins aligned parallel to an undisturbed air 
stream in a Reynolds number range from 4 x 104 to 2.0 x 105 

were investigated by Naik et al. (1987). They concluded that, 
in the stream wise direction, high values of pressure drop and 
heat transfer rates were associated with compact arrays at zero 
gap clearance above the fins. It was also found that increasing 
the gap clearance above the fins resulted in a decrease in the 
heat transfer rates. Heat transfer from smooth and rough 
staggered tubes in crossflow at high Reynolds number was 
investigated by Achenbach (1989). He used the local heat trans
fer data to locate the point of boundary layer separation and 
transition. 

Tahat (1988) conducted an experimental investigation on the 
optimization of pin-fin arrays subjected to forced convective 
heat transfer. Heat transfer rates as well as pressure drops were 
measured for in-line and staggered arrays with zero gap clear
ance ratio. It was found that the optimal spacing for the in
line arrangements is 2.5 cm. 

To the best of the authors' knowledge, it appears that the 
only experimental work on the optimization of pin fin arrays 
subjected to forced convection is that of Tahat (1988). The 
present investigation differs from the abovementioned inves
tigation in that heat transfer rates are measured for very close 
spacings, which have not been investigated before. This means 
that a more general correlation may be obtained. The present 
work also aims to optimize the pin fin array configuration at 
various gap clearance ratios. 

2 Experimental Rig and Experimentation 
The experimental setup used in this investigation is basically 

a modified version of that used by Naik et al. (1987) and Tahat 
(1988). The setup consists mainly of a suction-type wind tunnel. 
The main body of the test section is a channel-like box 2 m in 
length and 0.24 m in width and it is constructed using wood 
board of 16 mm thick. The top cover (shroud) is adjustable 
to give different shroud clearance spaces over the fin tips. The 
front side wall of the test section accommodates at its middle 
section a double glazing window to ease observation of the fin 

pin array during tests. The middle bottom base of the test 
section has a rectangular slot (300 m m x 175 mm) to accom
modate the light metal alloy base of the pin fin array. A 
container box is attached to the slot to enclose the duralumin 
base. This box was filled with insulating material to minimize 
heat dissipation to the atmosphere, Fig. 1. 

A flow straightener is placed at the air intake side of the 
wind tunnel. At the trailing edge of the test cross section, two 
honeycombs, at a certain distance apart, were placed perpen
dicular to the flow to act as turbulizers so that good mixing of 
the air leaving the pin fin array is ensured. The whole test section 
was insulated to minimize heat losses. 

The pin fin array is composed of a 300 mm x 175 mm hor
izontal rectangular base with a thickness of 30 mm. Cylindrical 
pin fins of 60 mm in height, 6.35 mm in diameter are mounted 
on and protruding vertically upward from the rectangular base. 
Both the base and the fins are made of light metal alloy (dur
alumin) which has high thermal conductivity. The number of 
pin fins can be adjusted to suit the required spacing between 
the pins in the streamwise (x axis) or spanwise (z axis) direction. 
The interfin spacing in the spanwise direction (distance between 
the center of the two adjacent pins) was varied from 7.95 mm 
to 71.55 mm, and in the streamwise direction from 15.5 mm 
to 124 mm. For minimum spacing in both z and x directions 
the number of pin fins was 340, while for maximum spacing 
in both directions the number of pins was 9. A horizontal heater 
plate made of six strip heating elements was firmly attached to 
the bottom of the rectangular base by a set of screws. Each 
element heater is rated 400 W at 240 V. Radio spares heat sink 
compound (55-401-1) was used to ensure good thermal contact 
between the plate heater and base. This was also used between 
the roots of the pin fins and the base. A guard heater of 500 
W at 240 V was placed between the main plate heater and the 
outside insulation, to reduce the heat losses to the outside sur
roundings. The electrical power input to the main plate heater 
was controlled by an auto-transformer (variac), and was meas
ured by an in-line wattmeter. The pin fin array was kept at 
constant uniform temperature of 50±0.5°C. Figure 2 shows a 
typical description of shrouded pin fin array geometry and air 
stream flow. 

The steady-state temperature of the rectangular base of the 
fin array was measured by ten copper-constantan thermocou-
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Fig. 2 Description of shrouded pin fin array geometry and air stream 
flow 

pies distributed uniformly over the base and embedded at 10 
mm deep from the bottom side. The reading of these ther
mocouples were recorded using a microprocessor and the av
erage of these readings was taken as the steady-state temperature 
of the base plate. The inlet temperature of the air stream was 
taken as the average reading of four copper-constantan ther
mocouples located uniformly after the flow straightener. Sim
ilarly the outlet temperature of the air stream was taken as the 
average reading of four copper-constantan thermocouples lo
cated uniformly in the insulated mixing box. The pressure drop 
across the pin fin array was measured using a total of 16 static 
pressure tappings mounted on the roof of the test section just 

over the pin fin array. These were connected to an electronic 
manometer. 

3 Data Reduction 
The theoretical analysis adopted in the present work for the 

reduction of the data is that used by Naik et al. (1987) and 
Tahat (1988) for the analysis of basically similar experimental 
work. 

The steady-state energy balance equation for the array may 
be written as 

t i input ~ Vsconv ~» \2rad + Cslc (1) 
where 

i iconv ^ ^ p a i r ' ^ out -* in) V-/ 

One could also determine the rate of heat transfer using the 
following formula: 

Q = K 
I in ~r 1 ni 

(3) 

where AB is the total heat transfer area given by 
AB = wL + (xD HNfzN/x) 

Using Eqs. (2) and (3), one could obtain the following expres
sion for hav„: 

"avg ~~ 
" ^ p a i r \ I out ^ in ) 

(4) 

Naik et al. (1987) conducted similar experimental tests using 
plate fin arrays, and reported that the total radiative heat 
transfer losses from a duralumin plate fin assembly with almost 
similar setup was about 0.5 percent of the total heat input. 
Tahat (1988) conducted similar experimental tests using similar 
pin fin arrays, and reported that the total heat transfer losses 
from the pin fin array, with the radiative heat transfer losses 
being included, were only 2.5 percent of the total heat input. 
Using these findings together withthe fact that the test section 
was well insulated, one could assume with some confidence 
that the last two terms of Eq. (1) may be ignored. Then this 
equation reduces to: 
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Table 1 Experimental conditions 

Parameter 
Minimum 

value 
Maximum 

value 
Pin fin spacing in 

spanwise direction 
Pin fin spacing in 

streamwise direction 
Air mass flow rate 
Air stream velocity at 

C/H=0.0 
Air stream velocity at 

C/H =0.5 
Air stream velocity at 

C/H =1.0 

7.95 mm 

15.5 mm 

0.038 kg/s 
2.2 m/s 

1.5 m/s 

1.1 m/s 

71.55 mm 

124 mm 

0.17 kg/s 
10 m/s 

6.7 m/s 

5 m/s 
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Fig. 3 Variation of steady-state rate of heat transfer from in-line 
shrouded pin fin array when Sx = 15.9 mm 
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Reynolds number (Re) and Nusselt number (Nu) may be 
written as: 
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GmavZ) 
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where 

4 Results and Discussion 
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Vf 

Throughout the measurements made to establish the data 
presented in this paper, care was taken to note possible sources 
of error, and an error analysis based on the method of Kline 
and McClintock (1953) was carried out. The error analysis 
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Fig. 4 Variation of steady-state rate of heat transfer from in-line 
shrouded pin fin array when S„ = 31 mm 

indicated a ±5 percent uncertainty in the heat transfer rate 
and a ±3 percent in the velocity. Tests were repeated a few 
times to ensure the repeatability of the results. 

Heat transfer measurements were carried out for three values 
of C/H, namely 0.0,0.5, and 1.0. For each one of these values, 
measurements were carried out for five values of air mass flow 
rate, namely 0.038, 0.062, 0.1, 0.14, and 0.17 kg/s. The Reyn
olds number range used in this experiment was from 5 x 103 

to 5.4 x 104. Table 1 shows minimum and maximum values of 
various experimental conditions used in the present investi
gation. 

Under these specified values of C/H and air mass flow rates, 
and for the in-line arrangement, the heat transfer per unit area 
variation with the interfin spacing in the spanwise direction is 
shown in Figs. 3 and 4, with Sx= 15.9 and 31 mm, respectively. 
It can be seen from these figures that in general, the optimum 
interfin fin spacing in the spanwise direction, which corre
sponds to maximum heat transfer, occurs at Sz = 15.9 mm (Sz/ 
D = 2.5), except for m = 0.038 kg/s and C/H<0.5 where the 
optimum thickness is found to occur at the minimum spacing 
possible, that is at Sz/D= 1.25, where the pins were almost 
touching each other. It should be noted that for such low mass 
flow rates and C / / / < 0 . 5 , it was not possible to obtain the 
part of the curves where the heat transfer drops with the de
crease in Sz, because at the point of maximum heat transfer 
the pins were touching each other, and it was not possible to 
put them much closer because this would have resulted in the 
flow being almost fully obstructed by the pins. Similar curves 
were obtained for fixed values of Sz, as shown in Figs. 5 and 
6, with Sz=15.9 and 31 mm, respectively. As shown in the 
figures, the point of optimum spacing is not in general well 
defined as before. This is due to the fact that as the spacing 
between pins is reduced beyond the maximum heat transfer 
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Fig. 5 Variation of steady-state rate of heat transfer from in-line 
shrouded pin fin array when Sz = 15.9 mm 
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Fig. 6 Variation of steady-state rate of heat transfer from in-line 
shrouded pin fin array when S7=31 mm 

point shown in these figures, the pressure drop across the pin 
array was so large that the flow was obstructed by the pins 
and it was not possible to reduce the distance between the pins 
further; hence, such a point was taken as the optimum spacing 
for the array in question. Using this approach, one could see 
from Figs. 5 and 6 that at the maximum heat transfer the 
optimum spacing in the streamwise direction is given by 
Sx= 15.9 mm (Sx/D =2.5) for all shroud clearances and flow 
rates. Other combinations of interfin spacing were used for 
in-line arrangements, from which it was found that the opti
mum spacing in both the spanwise and streamwise directions 
is 2.5 D. It was also found that as the shroud clearance ratio 
was reduced from unity to zero, and when the optimum spacing 
was used, a 40 percent increase in the rate of heat transfer 
dissipation was experienced. 

For the staggered arrangement and for the same values of 
C/H and mass flow rate, using the same experimental pro
cedure used for the in-line arrangement, the optimum interfin 
spacing may be obtained from Fig. 7, which indicates again 
that the optimum spacing corresponds to Sx/D = 2.5. 

The performance of the in-line arrangements compared with 
that of the staggered one under the same experimental con
ditions is shown in Fig. 8. This figure indicates clearly that the 
heat transfer when the staggered arrangements are used is 
higher, by as much as 16 percent. 

The effect of shroud-to-height ratio (C/H) on the average • 
heat transfer coefficient (hme) is shown in Fig. 9, from which 
it may be noted that hmg increases with decreasing C/H. A 
similar observation was reported by Naik et al. (1987) for flat 
plate fins at various values of C/H. One may explain the effect 
of C/H on heat transfer rates by the same argument of Naik 
et al. (1987) that as the clearance above the fins is increased, 
the flow resistance of the alternative path diminishes relative 
to that of the entire pin fin spacing, so that the highest velocities 
occur in the clearance gap. Under these conditions a significant 
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A C / H r O - 0 

D C /H = 0-5 

o C / H = 1 - 0 

120 

40 80 120 
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Fig. 7 Variation of steady-state rate of heat transfer from staggered 
shrouded pin fin array when Sz=15.9 mm 
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Fig. g Variations of average heat transfer coefficient for various span-
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Fig. 10 Effect of missing pin on the heat transfer of pin fin shrouded 
in-line arrays when S2= 15.9 mm 
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Fig. 11 Effect of missing pin on the heat transfer of pin fin shrouded 
staggered arrays when Sz = 15.9 mm 

portion of the pin fin array may be washed by the low-velocity 
fluid, with the part near the tip being washed by relatively 
higher velocities, and this explains why the highest heat loss 
occurs at the fin tip (Sparrow et al., 1987). 

Sparrow and Molki (1982) investigated the effect of mixing 
pins, from both staggered and in-line arrays, on the heat trans
fer rate from cylinders around the missing pin. It was found 
that the staggered array is more sensitive to the missing pin 
than the in-line array. In the present investigation the effects 
of missing pins from the center of the fin array on heat transfer 
of various interfin spacing arrays for in-line and staggered 
arrays were investigated and shown respectively in Figs. 10 
and 11. The effect is negligible for both configurations of 
arrays, but one may still observe that the staggered arrange
ments of the various interfin spacing arrays are more responsive 
than the in-line arrays, which agrees with the findings of Spar
row and Molki (1982). 

Nusselt number and Reynolds numbers were evaluated for 
the thermally developed region and were correlated using the 
following form: 

Nu = a(Re)b' (Sz/w)c- (Sx/L)d 
(8) 

where a, b, c, and d are arbitrary constants. One other possible 
way of correlating the data is to use the fin height, H, as the 
reference length for both Sx and Sz instead of L and w. For a 
zero value of C/H, a least-squares fit to the data yields the 
following correlations for in-line and staggered arrangements, 
respectively (Fig. 12): 

.o,,^V47^OM 
Nu = 0.45(Re)° (9) 
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Nu = 0.30(Re)uy8 [-* . . T \w) \L 

„ N 0.35 / „ \ 0.24 
&7\ I <JA-

(10) 

Similarly, the following two correlations were obtained for a 
C/H value equal to 0.5, for in-line and staggered arrangements 
(Fig. 13): 

Nu = 0 . 3 6 ( R e W ^ ) &\ (11) 

, „ v 0.06 / „ \ 0.C 

Nu = 0.21(Re)0-68(^J (j (12) 

Finally, for C/H =1.0, the following two correlations were 
obtained for in-line and staggered arrangements, respectively 
(Fig. 14): 

Nu = 0.58(Re)° 
„ > 0.18 / „ \ 0.21 
u7\ I &x 

w 
/ „ \ 0.20 / „ \ 0.23 

Nu = 0.31(Rer 2(^J (f 

(13) 

(14) 

5 Conclusions 
An experimental investigation was conducted to explore the 

effect of interfin spacing of the array, and missing pin for 
various configurations of arrays on the heat transfer rates as 
well as obtaining the optimum array configuration. The out
comes of the experimental results suggest the following con
clusions: 

1 Staggered arrangement of the array tends to give higher 
heat transfer rate than that of the in-line ones regardless of 
the value of the shroud clearance-to-height ratio. This agrees 
with the findings of Naik et al. (1987) for flat plate fin arrays. 

2 The optimal values of the interfin spacing in streamwise 
and spanwise directions are Sx/D = 2.5 and Sz/D = 2.5, re
spectively, which means that square or equilateral triangular 
arrangements of pin fin arrays are the most efficient ones. 

3 The effect of missing pin on in-line and staggered arrays 
with various interfin spacing is negligible but staggered arrays 
are more sensitive to the missing pin with a 7 percent reduction 
in the heat transfer, which agrees with the findings of Sparrow 
and Molki (1982). 
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Crystallization Fouling in 
Plate Heat Exchangers 
Crystallization fouling of calcium sulfate was investigated in a plate and frame heat 
exchanger. The effects of flow velocity, wall temperature, and CaSOt, concentration 
on the fouling rates have been investigated and the distribution of scale along the 
heat transfer surface has been observed. The measured fouling curves are compared 
with predictions from a surface reaction controlled model. 

Introduction 
The application of plate and frame heat exchangers in the 

chemical process industry is increasing rapidly, replacing tu
bular heat exchangers in several traditional applications. Plate 
and frame heat exchangers are attractive because of higher 
heat transfer efficiency, less space requirements, easy acces
sibility to all areas and, if expensive materials are required, 
lower costs (Marriott, 1971; Walker, 1982). However, as soon 
as severe fouling is anticipated, several of these advantages 
may not be valid any longer. While there is plenty of infor
mation about the governing equations for clean operation 
(Buonopane et al., 1963; Cooper and Usher, 1983; Jackson 
and Troupe, 1964; Marriott, 1971; Raju and Bansal, 1980, 
1986; Usher, 1970), information for fouling conditions is scarce. 
If the TEMA fouling resistances are applied for plate and frame 
heat exchangers, the required excess heat transfer surface be
comes excessive, because of the high clean heat transfer coef
ficients of these heat exchangers. 

For a constant heat duty, Eq. (1) can be derived: 

f=i + UcRf (1) 

Therefore, it is often recommended that the additional surface 
should not exceed 25 percent of the heat transfer surface re
quirement for clean operation (Cooper and Usher, 1983). 

Continuous change in direction and cross-sectional area re
sults in a complex flow distribution within the plate and frame 
heat exchanger. The local velocities range from zero up to 
twice the nominal velocity, or even more depending on the 
inclination angle of the corrugations. Since the flow conditions 
affect the wall temperatures and the shear stresses, fouling 
varies across the heat exchanger plate. 

Prior to the early 1960s, the most common application of 
plate heat exchangers was in the dairy industry. Therefore, 
research has concentrated mainly on milk fouling (Lalande et 
al., 1984; Singh and Aneja, 1981a). Cooling water fouling was 
investigated by Cooper et al, (1980) with deposition being 
caused by a combination of biological, particulate, and crys
tallization fouling. To obtain more detailed information, par
ticulate fouling in plate heat exchangers was investigated by 
Miiller-Steinhagen and Middis (1989) and biological fouling 
by Novak (1982). While crystallization fouling is probably the 
most serious single fouling mechanism in plate heat exchangers, 
it has never been studied in detail. 

Fouling in heat exchangers is generally modeled using the. 
Kern and Seaton (1959) approach 

dRf dm . 
—77 (pK)a = -j7 = md-mr dt dt (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1992; 
revision received January 1993. Keywords: Forced Convection, Fouling, Heat 
Exchangers. Associate Technical Editor: W. A. Fiveland. 

where the deposition rate for diffusion controlled fouling is 
md = P(cb~c*w) (3) 

and for reaction-controlled fouling 
md=kr(cb~c*w)" (4) 

For CaS04 deposition, n was found to be equal to 2 (Amjad, 
1988), The temperature dependence of the reaction rate con
stant follows an Arrhenius term 

-E/RT 
kr=C\e~ (5) 

The removal rate mr in Eq. (2) depends on deposit strength 
and fluid shear forces. 

Hasson et al. (1970) investigated crystallization fouling of 
gypsum in a double pipe heat exchanger. Since the deposition 
was pure gypsum, it was assumed that the deposit was strong 
and adherent and that there was no removal of deposit due to 
the fluid shear forces. However, this condition is not valid in 
plate heat exchangers, where the channel between two plates 
is only a few mm wide. Deposition will reduce the cross-
sectional area considerably, causing a significant increase of 
the local flow velocities and shear forces. High shear forces 
can break thin crystals resulting in deposit re-entrainment. It 
is, therefore, not possible to extrapolate results obtained for 
tubular heat exchangers to plate heat exchangers. 

Experimental Setup 
The experimental approach used in the present investigation 

is shown in Fig. 1. The solution was pumped from a 50 liter 
storage tank to the plate heat exchanger, which was heated by 
hot water. The hot water was prepared in a second plate heat 
exchanger using steam as a heating medium. The hot solution 
was returned to the water-cooled tank. All piping was made 
from stainless steel to avoid corrosion. 

An a-Laval plate heat exchanger P-01 was used in the present 

Water 
Solution 

Fig. 1 Flow loop 
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Table 1 Plate dimensions

Fig. 3 Flow pattern in plate heat exchanger

Inclination angle 60·

Plate length 0.430 m

Plate width 0.123 m

Plate spacing 0.0024 m

Plate thickness 0.0006 m

in

0.032 m2

---- Water out

-- Solution out

--- Water in

In all channels, the flow is diagonal. The solution flowing in
the central channel enters on the bottom left side and leaves
on the top right side of the plate. Since the inclination of flow
channels is 60 deg, the solution will flow predominantly through
the furrows (Focke and Knibbe, 1986). Hence, in each flow
channel there are two fluid streams flowing in opposite direc
tions (left/right) along the furrows: one on the bottom plate
and the other on the top plate. As the channel gap changes
throughout the heat exchanger, the local velocities vary as well.
Therefore, a nominal channel gap is used to specify the flow
rates. In this particular plate heat exchanger, the nominal chan
nel gap is 2.4 mm, with minimum and maximum gap widths
of 0 mm and 4.8 mm, respectively. The complete heat ex
changer was insulated to reduce heat transfer losses to the
ambient air. A computer-controlled data acquisition system
was used to record continuously the inlet and outlet temper-

Heat transfer area per plate

Fig. 2 Chevron plate used in plate heat exchanger P·01

investigation. The stainless steel plates were of chevron type,
as shown in Fig. 2. The major dimensions of the plates are
given in Table 1.

The flow in the plate heat exchanger was countercurrent as
illustrated in Fig. 3. Only three channels were used, in order
to keep the setup as simple as possible. The solution is in the
central channel surrounded by the channels for the hot water.

Nomenclature

heat transfer area, m2 '! order of reaction
A Q heat flow rate, W {J mass transfer coefficient, m/s
C1 Arrhenius constant, m4/kg s R ideal gas constant, J/mol K t:.T temperature difference, K
Cb bulk concentration, ppm Rf fouling resistance, m2 K/W A thermal conductivity, W1m K

Cbo bulk concentration at the start T temperature of the solu- p density of deposit, kg/m3

•
of experiment, ppm tion, K

Cw concentration at wall, ppm u velocity based on nominal Subscripts
cp specific heat, J/kg K channel gap, cm/s b bulk
E activation energy, J/moI U overall heat transfer coeffi- C clean
kr reaction rate constant, cient, W1m2 K d deposit

m4/kg s U/=o initial (clean) overall heat f fouled
m mass of deposit per unit area, transfer coefficient, W1m2 K i inlet

kg/m2
Xw thickness of wall, m log log mean temperature

"!d deposition rate, kg/m2 s as heat transfer coefficient on difference
mr removal rate, kg/m2 s the solution side, W1m2 K 0 outlet
M mass flow rate of solution, C<h initial heat transfer coefficient s solution

kg/s on the water side, W1m2 K w wall
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Fig. 4 Solubility curves of calcium sulfate 

atures of both streams, which were measured with calibrated 
thermocouples. 

Test Solution 
Calcium sulfate was used as hardness salt because of its 

inverse solubility in water. Calcium sulfate crystallizes from 
an aqueous solution in three forms, namely gypsum, calcium 
sulfate hemihydrate, and calcium sulfate anhydride. The sol
ubility of all three forms decreases with increasing temperature 
(Landolt and Bornstein, 1980; Linke, 1958; Partridge and 
White, 1929), as shown in Fig. 4. In our test heat exchanger, 
the wall temperature is always higher than the bulk temper
ature, resulting in a positive driving force for Eqs. (3) or (4). 
Therefore, calcium sulfate is deposited on the heat transfer 
surface. 

The calcium sulfate solution was prepared in either distilled 
water or de-ionized water. Since calcium sulfate crystals do 
not dissolve easily in water, another method was used to pro
duce the desired solution. Calcium nitrate (Ca(N03)2 • 4H20) 
and sodium sulfate (NaS04) were dissolved in water, resulting 
in calcium sulfate crystallizing on the heat transfer surface. 
This method was preferred because of the higher solubilities 
of calcium nitrate and sodium sulfate in water. Concentrated 
solutions with supersaturation up to 1200 ppm with respect to 
gypsum were prepared without any difficulty using this method. 
Each run was started with 50 liters of solution with the same 
inlet hot water temperature, unless otherwise stated. The con
centrations were measured by EDTA titration. 

Experimental Procedure and Data Reduction 
During the experiment, inlet temperatures and flow rates of 

solution and hot water were kept constant. The experiments 
were carried out for temperatures and concentrations for which 
the solution was supersaturated with respect to gypsum only. 
This was preferred over the condition where the solution is 
supersaturated with respect to hemihydrate and gypsum, since 
hemihydrate and gypsum will deposit at different rates, which 
would make it very difficult to evaluate the underlying mech
anisms. 

Since fouling occurred only on the solution side, the overall' 
heat transfer coefficient is defined as 

rr~ + +\ +Kf U as ah \w 

The fouling resistance is defined as 

*,-±- 1 

(6) 

(7) 

8 
B 

a 
•B 
n 
i . 

I 
I 

Roughness 
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« Expari mental 
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Fig. 5 Typical fouling curves 

n 
U-- AATlQ 

(8) 

U Ul=0 

where the overall heat transfer coefficient is determined from 

The heat flow rate Q is the heat gained by the solution: 

Q = Mcp{T0-T,) (9) 

Thus, by measuring the inlet and outlet temperatures of so
lution and hot water, the heat transfer coefficient can be cal
culated. Before the start of each experiment, a certain time 
period was required to heat the solution from room temper
ature to the desired inlet temperature by pumping it for 15-
20 minutes through the heat exchanger and the tank. This was 
necessary to obtain steady-state conditions before the meas
urements as fouling can be determined only for pseudo-steady 
state. The possibility that the surface fouling process may have 
started during this period of time was checked in initial ex
periments. It was found that the time period allowed to attain 
steady-state conditions did not significantly affect the meas
ured fouling curves. The maximum error in the measured foul
ing resistances is less than ± 5 percent. 

Results 

Fouling Curve. Two typical fouling curves, which are in
dicative of the mechanisms of deposition, are shown in Fig. 
5. Curve A represents the fouling behavior observed in the 
present investigation, showing a decreasing fouling rate, 
whereas curve B shows a linear increase in fouling resistance 
with time, as was found by Hasson et al. (1970) for crystal
lization of pure gypsum in a double pipe heat exchanger. There 
are several reasons for the obvious discrepancy between the 
two curves: 

(/) Removal Mechanisms. Curve B is closely linked to 
the assumption that there is no removal rate; see Eq. (2). 
However, this situation is most unlikely in a plate heat ex
changer. Initially, when only few deposits are present, there 
will be hardly any removal rate because the crystals are still 
small and do not noticeably reduce the cross-sectional area. 
Both conditions will change with increasing time of operation, 
resulting in long, fragile crystals and a considerable increase 
in the local shear forces. Under these conditions, fracture and 
removal of crystals occurs. This is illustrated in Figs. 6 and 7. 
Figure 6 shows the initial deposit formed on the plate surface. 
The crystals are small with no particulate matter attached to 
the crystals or trapped in the crystal matrix. Contrariwise, Fig. 
7 clearly illustrates that the crystals are much longer and that 
there are small particles attached to these crystals. The mag
nification is almost the same for both figures. The presence 
of particles strongly indicates that there are removal mecha
nisms in the plate heat exchanger. 

586 /Vo l . 115, AUGUST 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cone, ppm
3019
2622
2945
2604

time, min
o
3870
3960
7040

Addition of
chemicals

: ;.; :)... . -.",. J~'" ~.;
2E-oS Roughn888 y" ..... ,-

delay time ,~~.. If.-· .(.Jl JI:·"'t~·~ , ;.
en '.;;.-i *.- . )::i,0.".~....
.5 /.. '.; ·It. • • :.:,; '.
'3 lE-oS ~ ,'.1 ., ... ~.. ' :0;.;-.
Lf J!. t.-: .""": ."

$...('-.. .' I,:.--;... '
o ..... -

~~

sE-oS r------------,-------------.

m'K/W r ~I= t:;'~~~~ water = 87.0·C I
4E-oS Inlet temp of solution = 52.0 ·C

.1E-os ~~~~'-'-::':lu.L~~~-W..J!~~.Ll.u.~.u..cl~UU-Ll.u-~cwJ
o 1000 2000 3000 4000 5000 8000 7000 8000

TIme mIn

Fig. 8 Fouling resistance as a function of time
Fig. 6 Crystals formed on the plate surface at a flow velocity of
21.9 cm/s

Fig. 7 Crystals formed on the deposit-solution interlace at a flow ve·
locity of 21.9 cm/s

While most of the crystal fragments are trapped in the crystal
matrix, some particles will also be present in the solution.
Hence, there is a possibility that particulate fouling may take
place in addition to crystallization. The solution was filtered
through a 0.22 j.tm millipore filter and the total particle con
centration determined as only 0.5-0.7g/50 liters. Most of the
particles were comparably large. Since particulate fouling rates
decrease strongly with both decreasing concentration and in
creasing particle size (Bloch! and Steinhagen, 1990), it was
concluded that there was no significant contribution of par
ticulate fouling and that the deposits were formed by crystal
lization only.

(ii) Decreasing Wall Temperature. Since the solution is
not heated with a constant heat flux, increasing deposit thick
ness causes the temperature at the interface between deposit
and solution to decrease, reducing the driving concentration
difference. This process is called auto-retardation, i.e., the
formation of deposits decreases the rate of fouling. Therefore,
the slope of the fouling curve does not remain constant, but
decreases with time.

(iii) Increasing Flow Velocity. As the nominal channel
gap is only 2.4 mm, the. local velocities increase considerably
with deposition. The higher heat transfer coefficient on the
solution side reduces the interface temperature by at least 2
3°C, further reducing the fouling rate with time.

(iv) Decreasing CaS04 Concentration. As the mass of
CaS04 deposit increases, the concentration of the solution
decreases resulting in a decrease in the driving force for dif-

fusion and/or reaction. Hence, the slope of the fouling curve
decreases until it levels off. This condition does not represent
the situation encountered in industrial processes where the
concentration is usually constant with time. To simulate this
condition, the CaS04 concentration was artificially increased
to almost the initial level during some of the experiments.
However, Fig. 8 shows that the addition of chemicals, while
increasing the concentration from 2622 ppm to 2945 ppm, does
not seem to have a significant effect on the slope of the fouling
curve. The explanation for this surprising behavior, which was
observed in several experiments, is most likely that the dep
osition during the process is controlled by the mechanisms
outlined under (i) - (iii).

Initiation Period. It is sometimes observed that there is no
deposition for some time after a new or cleaned heat exchanger
has been taken into operation. This time period, called the
initiation period (see Fig. 5), may be required to establish
conditions that promote fouling. For our experiments, there
was no or only a very small delay time. Figure 8 shows that
the initial growth of deposit causes the fouling resistance to
decrease rather than increase. This can be explained by the
changing flow characteristics near the heat transfer surface,
as the deposit penetrates the viscous sublayer. The resulting
turbulence increases the film heat transfer coefficient at the
solid/liquid interface, thus reducing the thermal fouling re
sistance defined in Eq. (7). This process continues until the
additional heat transfer resistance overcomes the advantage of
the increased turbulence. In what follows in this paper, the
time period from the beginning of the experiment until the
moment when the fouling resistance is zero, again, is called
roughness delay time (Fig. 5).

Scale Formation Pattern
Figure 9 illustrates the variation of deposit formation over

the heat transfer plate. In general, the deposit was not very
adherent and could be removed easily. Some crystalline ma
terial was removed accidentally when the plate was removed
from the frame. The flow in the channel is diagonal, entering
on the bottom left-hand side and leaving on the top right-hand

·side of the plate. For the following reasons, the deposition is
more severe in the upper part of the plate than in the bottom
part:

(i) The driving concentration difference increases because
fluid and wall temperature increase from inlet to outlet.
This decreases the solubility and, therefore, increases
the supersaturation if the bulk concentration is assumed
to be constant.

(ii) The crystallization rate constant increases with increas
ing temperature according to Eq. (5).
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Fig. 10 Velocity distribution in flow channel

Fig. 11 Deposition pattern for a higher flow velocity of 43.4 cm/s

Fig.9 Deposition pattern at a flow velocity of 21.9 cm/s

The diagonal flow results in low-velocity zones, indicated in
Fig. 10 as A and B. In these areas shear forces are at a minimum
and the wall temperature is close to the temperature of the
heating medium. Therefore, most deposition occurs in the top
left-hand corner because of the low flow velocity and high
fluid/surface temperature in this area. Comparison of the dep
osition pattern shown in Figs. 9 and 11 indicates that the extent
of the stagnant zones and, therefore, of the deposition, de~

creases with increasing flow velocity. Obviously, the deposition
pattern also gives interesting insight into the flow distribution
along the plate, which affects the performance of the heat
exchanger.

A closer look at the crystal formation in a certain area of
the heat transfer plate (Fig. 11) reveals that the crystals are
varying in size and amount. Around the contact points between
the plates, the flow velocity is low, resulting in higher wall
temperatures and lower removal rates. Due to the particular
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Fig. 12 Crystal growth near contact point

geometry at these locations, the temperature profile in the
vicinity of the contact points is different from that in the flow
channel, since a volume of liquid is heated from several di
rections. As a result of these effects, most crystal formation
is initiated near the contact points. Obviously, this does not
apply for the stagnant flow zones in the heat exchanger. Further
examination of the crystal formation near a contact point (Fig.
12) shows that the crystals can be divided into two different
size categories. An almost homogeneous deposit of small crys
tals is observed directly on the plate surface, while long single
crystals are formed on top of this initial layer.

Effect of Flow Velocity
The effect of the flow velocity (based on the average channel

gap) is illustrated by the fouling curves shown in Fig. 13.
Obviously, the initial fouling rate as well as the absolute value
of the fouling resistance decrease with increasing flow velocity.
The reduction in the absolute value of the fouling resistance
is readily explained by the increasing removal rate due to the
higher shear forces as well as the decreasing solutionlinterface
temperatures due to higher solution-side heat transfer coef
ficients. However, according to almost all published fouling
models, the removal rate at the beginning of the fouling process
is zero. Therefore, the reduced initial fouling rate must be the
result of a lower deposition rate for the higher flow velocity.

Deposition at the heat transfer surface can be controlled by
either diffusion or chemical reaction. To find the controlling
mechanism for the present investigations, the initial fouling
rates (which in the absence of removal are proportional to the
initial deposition rates) after the roughness delay time were
determined for all experiments. The effect of flow velocity on
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the initial fouling rate is illustrated in Fig. 14. The initial fouling
rate decreases with increasing flow velocity, demonstrating that
the formation of deposits cannot be controlled by diffusion
of material from the fluid bulk to the heat transfer surface.
Therefore, the deposition process is reaction controlled and
can be expressed by Eqs. (4) and (5). Since n 2 for gypsum
formation, Eq. (4) reduces to

md=kr(cb-C:)2 (10)

Also, the rate of deposition is equal to the rate of change in
concentration. Therefore,

dCb • 2di=kr(Cb-Cw) (11)

Integrating Eq. (11), we get

1 1
---.----.=krt
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Fig.15 Kinetic plots of Eq. (12) for the growth of gypsum

The left-hand side of Eq. (12) can be plotted against time t as
shown in Fig. 15. Since it is a straight line, the fouling process
is reaction controlled. The reaction rate constant k r can be
calculated from the slope of the straight line. As the velocity
increases, the wall temperature decreases, resulting in a de
crease in the reaction rate constant kr • This is also illustrated
in Fig. 15. The decrease in slope for an increase in velocity
from 0.22 mls to 0.35 mls is considerably more than for an
increase from 0.35 mls to 0.73 m/s. The reason for this is that
the initial fouling rate decreases exponentially up to velocities
around 0.4 mls (Fig. 14) and almost levels off for velocities
higher than 0.5 m/s. Since the main resistance to heat transfer
for solution flow velocities >0.5 mls was on the hot water
side, further increase in the solution flow velocity did not
increase the heat duty and caused a proportional reduction in
solution outlet temperature.
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Fig.13 Effect of flow velocity on fouling

~. ..

4EoOl5
2l
; 3E.Q5

'iiI
III
0:: 2E.Q5
c:n
C

:s lE-05
If

Journal of Heat Transfer AUGUST 1993, Vol. 115/589

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 

cm/8 

16 Roughness delay time as a function of flow velocity 

5E-05 

m=K/W 

4E-05 

3 1E-05 
o 

: 

U = 73.39 cm/s 
Inlet temp of solution = 50.5 "C 
Inlet temp of solution = 88.0 "C 

1 v .v' •:• 

tlma, min 
0 
4635 
10035 
101Z0 
11945 IH

R
lj 

_ _ Addition of 
~~~ chemicals 

•• 

0 2000 4000 8000 8000 10000 12000 14000 

Time min 

Fig. 18 Effect of change in concentration during the experiment 

6E-05 

m2K/W 

5E-05 

§ 4E-05 
C 
IS 

•jjj 3E-05 
S> 

B) 2E-05 
e 

u = 24.0 cm/s 
Inlet temp of hot water s= 66.0 BC 

i f . 

Cone, ppm 
2966 
310B 

time, min cone, ppm 
0 2988 
1260 2670 
2660 2693 

0 319S 
315 3101 
580 2929 

500 1000 1500 2000 251 

Time min 

Fig. 17 Effect of concentration on fouling 

m"K/W 

1 
1 

1 

3E-05 

2E-05 

1E-05 

0 j 1 

-

-

Inlet water temp, °C 

• 65.0 

° 00.0 

Cone at start =3100 ppm 
u = 35.0 cm/a 

„ 

» ° " „ 

~.v_- •• •• 

100 200 300 400 
Time min 

Fig. 19 Effect of temperature on fouling 

The effect of flow velocity on the roughness delay time is 
illustrated in Fig. 16. The roughness delay time has a maximum 
value for a flow velocity around 0.55 m/s. Surface roughness 
has a beneficial aspect on heat transfer if the roughness ele
ments penetrate the laminar sublayer (Schlichting, 1968). 

8 For low flow velocities, the wall temperature is relatively 
high and the growth of deposit is rapid due to the tem
perature effect on the reaction rate constant; see Eq. (5). 
The deposit penetrates the viscous sublayer quickly irre
spective of the thickness of the viscous sublayer, increasing 
the heat transfer coefficient. Soon, however, the deposit 
thickness reaches a limit where the advantage of the high 
film heat transfer coefficient due to increased turbulence 
is compensated by the additional heat transfer resistance 
of the deposit, and the fouling resistance becomes positive 
again. 

8 With increasing flow velocity, the thickness of the viscous 
sublayer as well as the wall temperature decreases. Since 
the reaction rate decreases exponentially with the wall 
temperature, the slow-growing deposits need a consider
ably longer time to form a layer thick enough to com
pensate the effect of additional turbulence. Therefore, the 
roughness delay time is higher than for low flow velocities. 

9 The thickness of the sublayer decreases continuously with 
increasing flow velocity (Schlichting, 1968). Thus, the ef
fect of additional roughness becomes less pronounced at 
higher velocities. Contrariwise, Fig. 14 indicates that the 
deposition rate (initial fouling rate) remains almost con
stant for higher velocities. Hence, the advantage of rough
ness is quickly overcome by the fouling resistance, resulting 
in a shorter roughness delay time at high flow velocities. 

Effect of Concentration 
With increasing CaS04 concentration, the driving force for 

the surface reaction increases, resulting in a higher deposition 
rate. This is illustrated in Fig. 17, which shows fouling curves 
for two CaS04 concentrations. The effect of concentration is 
more pronounced at the beginning of an experiment, whereas 
a change in concentration does not have a significant effect 
once a relatively constant fouling resistance is reached. For 
example, Fig. 17 shows that a concentration difference of 210 
ppm at the beginning causes rapid fouling. However, if the 
concentration was changed by 325 ppm or even 415 ppm during 
the experiment, no major change in fouling pattern occurred, 
as shown in Figs. 8 and 18, respectively. This may be explained 
by the increased shear stress (i.e., removal) and lower interface 
temperature (i.e., reaction rate). 

Effect of Temperature 
The local flow velocity and correspondingly the wall tem

perature vary over the whole flow channel. Since the meas
urement of local wall temperatures and heat fluxes in a plate 
heat exchanger is complicated, the effect of wall temperature 
was investigated via the change in average wall temperature at 
the heat transfer plate. This was achieved by changing the 
temperature of the heating water at the inlet. Higher average 
wall temperatures resulted in higher deposition rates, as illus
trated in Fig. 19. 

The effect of wall temperature can also be investigated by 
visually observing the crystal formation along the plate; see 
Fig. 9. As discussed above, more deposits are formed at the 
hot end of the heat exchanger plate. 
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Fig. 20 Cleaning process 

The roughness delay time is closely associated with the wall 
temperature. With increasing wall temperature, deposits grow 
quicker and the roughness delay time decreases. This is illus
trated in Fig. 19. 

Cleaning 
Chemical cleaning of the fouled heat exchanger was done 

by circulating a 3-4 percent acetic acid solution. Most deposits 
were removed within 20-25 minutes with only few spots left. 
Figure 20 shows that the corresponding fouling resistance falls 
to zero within this short period of time. An additional two 
hours were required to remove the remaining spots. The clean
ing process was always carried out for 3-4 hours to ensure 
identical surface conditions at the start of each experiment. 

Conclusions 
The formation of crystalline deposits in plate and frame heat 

exchangers is widely different from the fouling in conventional 
tubular heat exchangers. Because of the narrow flow channels, 
the formation of deposits significantly increases the local flow 
velocity, causing deposit removal and lower local interface 
temperatures. 

Crystallization of gypsum is reaction controlled. The rate 
of deposition increases with increasing wall temperature and 
bulk concentration and decreasing velocity. With increasing 
flow velocity, both the initial fouling rate as well as the absolute 
value of the fouling resistance decreases. The initial fouling 
rate decreases due to lower wall temperature at higher flow 
velocities, whereas the absolute value of the fouling resistance 
decreases due to a higher removal rate in conjunction with a 
lower interface temperature. Concentration is an important 
factor only in the initial stages of the fouling process. The 
channel gap is reduced considerably by the deposit, causing 
other factors such as higher shear stresses and lower interface 
temperature to become more important. 

There is a major effect of the flow distribution throughout 
the heat exchanger. If the design of the corrugations can be 

Journal of Heat Transfer 

modified to reduce/eliminate stagnant flow zones, the effi
ciency of the heat exchanger will increase and its tendency to 
foul will decrease. 

Cleaning of gypsum deposits was done using 3-4 percent 
acetic acid. It took about 2 hours to clean the heat exchanger 
completely. 
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Experimental and Numerical 
Studies of Natural Convection With 
Flow Separation in Upward-Facing 
Inclined Open Cavities 
Steady two-dimensional laminar natural convection heat transfer from isothermal 
horizontal and inclined open cavities of rectangular cross section has been investi
gated experimentally using a Mach-Zehnder interferometer and numerically by a 
finite difference technique. Experimental results are presented for Prandtl number, 
Pr = 0.7, Rayleigh numbers from 104 to 5 x 10s, cavity aspect ratios, A (or h/w) 
— 0.25, 0.5, and 1.0, and inclination angles (or angles of rotation about the lon
gitudinal axis), 6 = 0, 30, 45, and 60 deg to the horizontal. The numerical model 
uses a relaxation technique to solve the governing elliptic, partial differential equa
tions. Numerical results are presented for the range of Rayleigh number, 103 < Raw 

< 5 x 105, 8 = 0 and 45 deg, and A = 1. Flow and temperature patterns, velocity 
and temperature profiles, and local and average heat transfer rates are presented. 
Flow recirculation with two counterrotating convective rolls developed in the cavity 
at Ra > 10s. The inclination of the cavity induced flow entrapment, causing flow 
separation at the lower corner and flow reattachment at the upper corner of the 
aperture opening except in shallow cavities, A < 0.5, where the flow reattachment 
occurred on the base of the inclined cavity. For all Ra numbers, the first inclination 
of the cavity from the horizontal caused a significant increase in the average heat 
transfer rate, but a further increase in the inclination angle caused very small increase 
in heat transfer rate. However, for every angle of inclination considered, the average 
heat transfer rate increased significantly as Ra was increased. The equation of the 
form Nu = mRa", where 0.018 < m < 0.088 and 0.325 < n < 0.484, correlates 
the experimental and numerical results satisfactorily for the range ofRa, 104 < Ra 
< 5 x 105 and of 8, 0 < 6 < 60 deg. The present experimental and numerical 
results are in good agreement with the results reported in the literature. 

Introduction 
Separated forced convection flows over open cavities have 

been the focus of several investigations following the pioneer
ing work of Chapman (1956) on this subject. A comprehensive 
review of the studies on separated forced convection has been 
presented by Chilcott (1967). By constrast, separated natural 
convection flows in open cavities have received very little at
tention. This class of separated flows, which may occur either 
by design or natural circumstances, is related to air entrainment 
into heated open cavities, particularly when the cavities are 
inclined. Several examples may be found in the environment 
and in many engineering systems such as natural convection 
flows over valleys, solar receiver tracking systems, and from 
electronic systems where cavities are formed in spaces between 
discrete circuit devices. 

Therefore, the objective of this paper is to improve the 
understanding of natural convection heat transfer with sepa
rating and recirculating flows. As a test case, the authors con
sidered an upward-facing open rectangular cavity with variable 
inclination as shown in Fig. 1. In the figure, all the walls of 
the cavity are considered to be isothermal and the solid walls 
in the proximity of the aperture plane are adiabatic. The present 
study also includes the natural convection from horizontal 
open cavities for direct comparison and for validation of the 
present techniques. 

There are two distinct cavity orientations that are of interest 
in problems involving natural convection heat transfer from 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
1990; revision received August 1992. Keywords: Flow Separation, Natural Con
vection, Numerical Methods. Associate Technical Editor: J. R. Lloyd. 

open cavities, one being cavities with downward-facing inclined 
orientation and the other with upward-facing inclination. The 
former has been the focus of recent investigations. Chan and 
Tien (1985) have numerically investigated natural convection 
heat transfer in open square cavity with vertical aperture open
ing for the range 103 < Ra < 109, and observed flow separation 

7 

Fig. 1 Schematic of the upward-facing inclined cavity 
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Table 1 Correlations for average Nusselt number 

REFERENCE 

Le Quere et al. 
(1981)(Numerical) 

Mirenayat (1981) 
(Experimental) 

Kraabel (1983) 
(Experimental) 

Siebers et al. (1983) 
(Experimental) 

Hess and Henz (1984) 
(Experimental) 

Present study 
(Experimental) 

Numerical 

GEOMETRY 

Sideward-facing 
Open rectangular 
cavities, 
A = 1 

Sideward-facing open 
cubical cavity, A = 1 

Side-facing cubical 
cavity, A = 1 

Vertical flat surface 

Upward facing open 
cubical cavity, 
A = 1 

Upward facing open 
rectangular cavity, 
A = 1 

CORRELATION 

Nu = .091 Ra0324 

0.73 x 104 <_ Ra _<. 2.19 x 107 

Nu = cGi4 

0.03 < c < 0.12 
0.30 j<_d_<_ 0.37 

Nu = 0.088Gr0-3J(T,,/T„.yu" 

Nu, = 0.098Gry
0M(Tw/T.),M 

NuL = RaL
01sfor y/L = 0.1 

NuL = RaL
0:ifor y/L = 0.5 

NuL = RaL
ufor y/L = 0.9 

2x 108 .<. RaL .< 2 x 10" 

For 8 = 0 deg. 
Nu = 0.088 Ra0121 

For 8 = 30 deg. 
Nu = 0.018 Ra0"34 

For 8 — 45 deg. 
Nu" = 0.028 Ra0442 

For 8 = 60 deg. 
N"u = 0.029 Ra1"0' 

For 8 = 0 deg. 
NTT = 0.027 Ra04'4 

3.16xl04 < Ra S 5xl05 

COMMENTS 

Correlations obtained from 
data published by the authors 

Pr — 0.7 Parameters c and d 
vary as the angle of inclination 

The terms (Tw /T.)0" accounts 
for the physical property 
variation of air at elevated 
wall temperature 

y is the distance measured 
along the plate from the 
leading edge; elevated wall 
temperature term included 

Elevated wall temperature 
boundary condition 
Correlations obtained for local 
heat transfer only. 

Correlations were obtained for 
experimental data at 6 = 0 
deg. to 60 deg. 

Numerical correlation for 0 
deg. only 

at the lower aperture corner for all Ra considered, but a single 
cell recirculation was apparent only at a very high Rayleigh 
number, Ra = 109, near the transition to turbulence. The 
numerical work by Penot (1982) describes the influence of 
cavity inclination on natural convection from downward-fac
ing open cavities. For the angles of inclination considered in 
the study, natural convection is stronger than in the vertical 
orientation, and the flow fields are characterized by the ex
istence of a hot fluid stagnation in the upper corner region of 
the cavity. 

Le Quere et al. (1981) have predicted numerically the natural 
convection from downward-facing inclined open cavities with 
elevated wall temperature using a non-Boussinesq approxi
mation. A similar experimental study has been reported by 
Chen et al. (1985). In both studies heat transfer results are 
obtained in the range 104 < Gr < 4 x 107 at 6 = 0 to 45 deg 
to the vertical. The experimental shadowgraph and the nu
merical velocity and isotherm distributions obtained in these 
studies also reveal the flow separation, recirculation, and in
stabilities reported by Penot (1982). 

Laboratory experiments were reported by Mirenayat (1983) 
for natural convection from downward-facing cubical cavities 
with variable angle of inclination. The results were summarized 
by a correlation equation. Kraabel (1983) reported a correlation 
that accounts for the physical property variations present in a 
strongly heated cavity with elevated wall temperature. Siebers 
et al. (1983) also obtained a correlation equation, but for a 

large vertical flat plate with elevated wall temperature. Hess 
and Henze (1984) carried out a study on natural convection 
from an open cubical cavity. The fluid medium employed in 
the study is water, which makes the range of Ra covered to 
be much wider. A summary of the correlation equations ob
tained in the aforementioned studies are presented in Table 1. 

As mentioned earlier, the above studies are mostly concerned 
with the natural convection from open cavities having vertical 
or downward-facing aperture planes. To the best of the au
thors' knowledge, the present experimental study, which is 
concerned with the second class of natural convection in in
clined open cavities where the aperture planes are upward-
facing, has not been reported in literature. In the upward-
facing inclination, the internal flow exhibits a completely dif
ferent behavior, and the local temperature and the heat transfer 
distributions are apparently not the same as those reported in 
the literature for the downward-faced cavities. The reason for 
this is that in a downward-facing inclined cavity, as in the case 
of a downward-faced inclined plate, the inclination from the 
vertical may limit the growth of a thermal boundary layer along 
a downward-faced wall, suppress the buoyancy forces, and 
hence impede natural convection. In contrast, in an upward-
facing inclined plate or cavity, inclination enhances or aids 
natural convection processes. 

Experimental Apparatus and Procedures 
Figure 2 illustrates the key features of the experimental ap-
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CONCRETE SUPPORT 

MACH-ZEHNDER INTERFEROMETER 

CONCRETE SUPPORT 
(partially removed) 

Fig. 2 Schematic of experimental apparatus 

KEY 

A. He-Ne laser 

B. Expanding lense 

C. (Hidden) Condensing 
lense 

D. First beam splitter 

E. First plane mirror 

F'. Second beam splitter 

G. Second plane mirror 

H. Parabolic mirror 

I. Spherical mirror 

J. Camera 

K. Diagonal mirror 

paratus. It consisted of a Mach-Zehnder interferometer and 
an open rectangular cavity test model. The cavity has two sides 
and the base. The aperture was unconstrained, and opened to 
the laboratory room air. All the three walls of the cavity were 
made of copper plates, each with a dimension 6.35 cm wide, 
47.0 cm long, and 1.27 cm thick. Behind each copper plate 
was fastened an aluminum plate on which a strip heater rated 
at 750 W was flush-mounted. Finally a teflon plate with a 
thickness a 2 cm was mounted firmly behind each aluminum/ 
copper plate assembly to minimize heat losses. On the front 
of each hot copper plate were flush-mounted 15 copper-con-
stantan thermocouple wires for monitoring the surface tem
perature. The thermocouple outputs indicated an isothermal 
condition at the hot plates where temperature variation over 
the surfaces was less than 1°C. A steady-state condition in the 
cavity was always achieved in about twenty minutes with the 
aid of three temperature controllers installed to monitor and 
control the temperature of the hot plates. The three hot plate 
assemblies were arranged to form a rectangular cavity. The 
cavity was mounted on a pivoting cradle to permit its incli
nation from 0 to 60 deg to the horizontal. The base of the 
cavity can be adjusted to vary its height-to-width aspect ratio 
from 0.25 to 1.0. At a fixed temperature difference (AT = 
32°C) between the cavity and the ambient, the Ra numbers 
(defined as Gr x Pr, where Gr = g@(Tw - T^vf/v2 and Pr 
= v/a) were computed using different values of cavity width, 
w, while the aspect ratio is fixed at A = 1 (i.e., square cavities 
with different cross-sectional dimensions). The choice of w as 
the characteristic dimension is dictated by the fact that cavities 
of square cross sections (A = 1) were used in the supplementary 
numerical calculations employed to validate the experimental 
results. A similar choice of characteristic dimensions has been 
used by several authors, for example, Jacobs et al. (1974). The 
above method of varying the experimental Ra with w is con
sistent with the numerical approach and permitted the study 
of a wider range of Ra. 

The interferometer provided the isotherms of the natural 
convection in the cavity and in the aperture region. This was 
accomplished when one half of a beam from a 5 mW He-Ne 
laser traversed the heated cavity and recombined with the other 
half beam (a reference beam), which has passed through the 
laboratory room undisturbed. The interference patterns or 
fringe shifts produced by the test and reference beams resulted 
from the variation of air density in the heated cavity. The 
fringe shifts were measured and the raw data obtained were 
used to compute the temperature gradients using the Lorentz-
Lorenz and Gladstone-Dale relations (Eckert and Soehngen, 

13 

Present Experimental Study, (0=0°) 
» " » Present Numerical Study, (0=0°) 
— * * - Le Quere et al. (1981), (0=90°) 
* * * * * Jacobs et al. (1974), (0=0°) 
° ° ° ° ° Chan and Tien (1985), (0=90°) 

Jacobs and Mason (1976), (0=0°) 
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Ra 
Fig. 3 Comparison of the present results with the results of previous 
investigators for horizontal and vertical square cavities (cases of 0 = 0 
deg and 90 deg 

1948). The temperature gradients were computed at ten lo
cations along each side of the cavity, and then used to calculate 
the local and average Nusselt numbers defined by: 

Nu1 = hiw/kw = dT*/dx\vlM (1) 

(2) Nu=l /L dT*/dx\mandy 

where kw is the thermal conductivity of air evaluated at the 
cavity wall, dT*/dx is the nondimensional temperature gra
dient, and L the length of the cavity sides. The overall heat 
transfer rate from the cavity was computed by averaging the 
Nu values obtained for the three sides of the cavity. 

Because the interferometer is very vulnerable to local vi
bration and minor disturbances, particularly in the case of an 
open cavity, a number of preliminary testes were carried out 
to validate and check the reproducibility and accuracy of the 
experimental data. Fringe shifts were theoretically calculated 
using the relation introduced by Eckert and Soehngen (1948) 
and experimentally measured by employing the present inter-
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Table 2 Comparison of average Nusselt number on each cavity wall for upward facing and downward 
facing cavities, 4 = 1, Ra = 5 x 105 

REFERENCE 

Le Quere et al. (1981) 
(Sideward/downward-facing cavities) 

Present study 
(Upward facing cavity) 

0" = 0 deg. 

5.09 (top wall) 

6.29 (back wall) 

8.39 (bottom wall) 

5.25 (vertical wall) 

5.70 (vertical wall) 

9.98 (base wall) 

6 = 45 deg. 

1.75 (top wall) 

2.12 (back wall) 

10.97 (bottom wall) 

5.84 (top wall) 

9.38 (back wall) 

9.99 (bottom wall) 

'0 is measured from the vertical axis for sideward/downward facing cavity and from the horizontal axis for upward facing cavity. 

ferometer apparatus. These were done for selected values of 
temperature difference, &.T, between the cavity and the am
bient temperatures. The measured and predicted values agreed 
to within 1.5 percent. Also, at the critical Rayleigh number, 
Ra = 103, the Nu = 0.396 obtained in this study shows a good 
agreement with Nu = 0.38 obtained in a numerical study by 
Schmidt (1984) for an isothermal open cavity. The heat transfer 
results from two separate experiments conducted at five-day 
intervals indicate that Nu is reproducible to within 2.5 percent. 
Other errors accounted for are the equipment error, the error 
due to the evaluation of air physical properties and the inter-
ferometric error. The errors associated with the equipment are 
available from the manufacturer's specifications. The air prop
erties were evaluated from the polynomial equations presented 
by Touloukian (1975). The errors of these correlations range 
between 1.0 and 1.7 percent. The interferometric errors are 
due to the misalignment of the test section with test beam, the 
imperfections of the interferometer optics, the location of fringe 
centers and the end effects. The errors arising from the end 
effects is caused by the finite thickness of the thermal boundary 
layer, 5,, which could make the assumption of two-dimensional 
field invalid at the entrance and exit of the test section. This 
error, which ranges between 1.5 and 2.0 percent, was evaluated 
by the method introduced by Goldstein (1976). The experi
mental uncertainty, in the evaluation by the method introduced 
by Goldstein (1976). The experimental uncertainly, in the eval
uation of Nu, considering all of the above sources of errors, 
is estimated to be 4.5 percent. 

Experimental Results and Discussion 
Figure 3 compares the results of previous investigators where 

the main focus has been on horizontal and vertical open rec
tangular cavities with either isothermal base and walls or iso
thermal base and adiabatic walls boundary conditions. For the 
case of isothermal base and adiabatic walls, the average Nusselt 
numbers obtained by Jacobs and Mason (1976) for horizontal 
cavities are higher than those predicted by Chan and Tien 
(1985) for a vertical cavity. The reason for this is that in the 
vertical open cavity, as in vertical flat plates, the boundary 
layer thickness that develops on the heated vertical wall reduces 
the overall heat transfer from the cavity. The velocity and 
temperature profiles in the vertical cavity are also not in agree
ment with those in horizontal cavity for the same reason given 
above. 

For cavities with isothermal base and walls, Fig. 3 shows 
that the present results for horizontal cavity are in good agree
ment with those of Le Quere et al. (1981) for a vertical cavity. 
However, the velocity and temperature profiles in the two 
differently oriented cavities are not in agreement. The good 
agreement in Nu can be explained by considering that the 
decrease in the average heat transfer from the base of an 
isothermal cavity when inclined from horizontal to vertical is 
compensated by the increase in the average heat transfer from 

its side walls. Therefore, as shown in Fig. 3, the overall average 
heat transfer from horizontal isothermal cavity does not vary 
significantly from the heat transfer from vertical isothermal 
cavity. However, as will be seen later, the inclination of the 
cavity at an angle between the horizontal and vertical results 
in a higher average heat transfer. At the first inclination of 
the cavity above the horizontal (for example, 0 to 30 deg), the 
increase in heat transfer at a given Ra is quite significant. A 
further increase in the angle of inclination results in no more 
significant increase in heat transfer. As the vertical (90 deg) is 
approached the heat transfer rate drops to about the value at 
horizontal. Figure 3 also shows that the result of Jacobs et al. 
(1974) on horizontal isothermal open cavity is not in good 
agreement with the present results and the results of Le Quere 
et al. The heat transfer prediction by Jacobs et al. is overes
timated, as shown in a recent study by Schmidt (1984) in 
collaboration with Jacobs et al. The result of that study is in 
good agreement with the present work and the work of Le 
Quere et al. 

A comparison has also been made of the present results for 
an upward-facing open rectangular cavity inclined at 45 deg 
from the horizontal with the results presented by Le Quere et 
al. for a downward-facing open rectangular cavity inclined at 
45 deg from the vertical. As shown in Table 2, the Nu obtained 
for the upward-facing inclined cavity is higher than that for 
the downward-facing inclined cavity. The reason for this is 
that the inclination of the upward-facing cavity from the hor
izontal to 45 deg increases the buoyancy force and enhances 
the heat transfer from the cavity while in the case of the down
ward-facing inclined cavity, the buoyancy force is suppressed 
and therefore the heat transfer process is inhibited. 

The Rayleigh numbers considered in the present experimen
tal study are 1.0 X 104, 3.16 x 104, 1.0 x 105, and 5.0 x 
105. These Ra numbers are calculated based on the width of 
the cavity, w = 0.017 m, 0.025 m, 0.36 m and 0.06 m, re
spectively at a fixed AT. For each Rayleigh number, the angles 
of inclination considered are 0, 30, 45, and 60 deg. The effect 
of aspect ratio (A = 0.25, 0.5, and 1.0) on heat transfer was 
investigated at Ra = 5 x 105. 

The following discussion of the flow and temperature char
acteristics and the rate of heat transfer from the cavities is 
based on the infinite fringe interferograms, which have been 
obtained from the experiments. References are also made to 
the numerical isotherms and stream-function distributions (or 
.flow patterns) presented in section 5. 

Temperature and Flow Characteristics Inside the 
Cavities 

As indicated previously, air is the test medium in this study. 
Because the Prandtl number (Pr = 0.71) of air is close to 
unity, the thermal and hydrodynamic boundary layer thick
nesses on the cavity walls will also be close. Therefore, the air-
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Fig. 4 Experimental isotherms showing the conduction/free convec·
tion transition at Ra = 103

, 8 = 0 deg

flow characteristics in the cavity can be inferred from the
infinite interferograms that normally represent the isotherms.

Figure 4 shows the isotherms obtained at Ra = 103 for a
cavity having isothermal base and walls. As shown in the figure,
the infinite illterferogram, which was uniformly bright before
heating, begins to develop fringe shifts that are closely spaced
in the aperture region but widely spaced inside the cavity. This
is an indication of an onset of convection in the aperture region
while heat tra.nsfer inside the cavity is by molecular conduction.
The isotherms inside the cavity are symmetric. But in the ap
erture region and in the area outside the cavity the isotherms
are not quite symmetric because of the vulnerability of the
infinite interferograms to minor disturbances and vibrations.
Because the natural convection has been fullr established at
Ra = 104, the isotherms obtained at Ra = 10 are considered
to represent the transition from conduction to convection. This
assumption has been validated by the present numerical pre
diction (see Fig. 7) where Nu = 0.396. The transition to con
vection at Ra = 103 has also been observed by Jacobs et al.
(1974) and Schmidt (1984) for a cavity heated from both the
base and the walls. For an open cavity heated from only the

8=0·

8=30·

8=45·

8=60·

Ra =..., .Ox10· Ra :..- 3. 16x10' Ra-e 1.0x10s Ra = s..Ox10 s

Flg.5 Experimental Isotherms for various Rayleigh numbers and inclination angles at A = 1.0
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6=0·

6=30·

6=60°

A = 0.25 A = 0.5' A = 1.0

Fig. 6 Experimental isotherms lor various cavity aspect ratios and inclination angles at ea = 5.0 x 10'

base, Jacobs and Mason (1976) have observed a delayed tran
sition to convection, which occurred at Ra > 103

•

As a basis for a further discussion of the temperature char
acteristics inside the cavity, a set of 16 interferograms that
depict the isotherms in the cavity is shown in Fig. 5 for 104

::;

Ra 5 X 105 and 0 deg ::; (J ::; 60 deg at A = 1.0 Another set
of 12 interferograms is shown in Fig. 6 for 0.25 ::; A ::; 1.0
and for the above range of (J at Ra = 5 X 105•

At (J = 0 deg and Ra = 104
, the closely spaced isotherms

in Fig. 5 indicate the convection has been established in the
cavity, and unlike at Ra = 103

, the convection extended to a
deeper region of the cavity where a weak convection roll de
veloped. At Ra = 3 X 104

, the convection roll becomes larger
and perhaps stronger, and at Ra = 105 the convection roll
breaks into a pair of counterrotating primary rolls, which
develop into multicellular secondary rolls at Ra ;::: 5 X 105.
The convection flow characteristic described above is more
clearly illustrated by the numerical isotherms and the stream
function distributions in Fig. 7.

Figures 5 and 6 show that the higher the value of Ra, the
larger the thermal gradient, and the thicker the developing
thermal boundary layer along the vertical side-walls of the
cavity. Goldstein and Eckert (1960) have also reported steady

and unsteady state thermal boundary layer developments along
a heated vertical flat plate. In that study the thermal boundary
layer thickness increases with time to a steady state. But in the
present study the thermal boundary layer thickness increases
with Ra, and the interaction of the convective heat transfer
from all three walls of the open rectangular cavity results in
a more complex temperature distribution than observed by
Goldstein and Eckert. As shown in Fig. 5, the heat transfer is
characterized by flow instability, which leads to the formation
of the two counterrotating cells at Ra = 5 X 105

•

The effect of inclination of the cavity on the temperature
and flow characteristics is shown by the twelve isotherms in
Fig. 5. As shown in the figure, an increase in the value of (J

.from 0 deg to 30 deg at a given value of Ra causes a sudden
flow instability and a rapid change in the flow and temperature
patterns (see also Fig. 8). The symmetric flow and temperature
distributions at (J = 0 deg have changed to nonsymmetric
patterns at (J = 30 deg, and the development of thermal bound
ary layer on the base of the cavity could be noticed. An increase
in (J beyond 30 deg appears to cause small change in the tem
perature distributions in the core region of the cavity, but may
have significant effect on the developing thermal boundary
layer and the thermal gradient on the walls. However, at a
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(a ) Ra=103 

(b ) Ra=10" 

(d) Ra=105 

wall, 
1 
2 
3 
4 
5 
6 
1 
8 
9 

T* = 1.0 
= .997 

= 
-
= 
= 
= 
= 
= 
= 

994 
988 
975 
950 
90 
85 
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(e ) Ra=5.0x10 5 

( c ) Ra=3.16x10 

Fig. 7 Numerically computed streamlines (left) and isotherms (right) 
for Ra = 103 to 5.0 x 10s at A = 1.0 and 0 = 0 deg 

fixed value of 6, Fig. 5 shows that temperature distributions 
change significantly as Ra increases. Table 3 shows that the 
average Nusselt number, Nu, also varies with Ra and 8. 

In all the cases of inclined cavities, the two upward-face 
walls, that is, a side-wall and the base, exhibit temperature 
and flow characteristics like those reported in literature for an 
upward-facing inclined flat plate. As in the case of inclined 
flat plate, these two walls enhance natural convection heat 
transfer from the cavity. The third wall, which is downward-
faced, also acts like a downward-facing inclined flat plate, 
causing flow instability and inhibiting the convection heat 
transfer process. Lloyd and Sparrow (1970) have also observed 
flow instability along a downward-faced inclined flat plate. In 
the present situation, the flow instability propagates through 
the entire cavity, leading to a strong flow recirculation and 
thermal instability observed in Figs. 5,6, and 8. A close look 
at the isotherms in Figs. 5, 6, and 8(b) and the local heat 
transfer profiles in Fig. 13 reveals that at the point of flow 
separation the temperature gradient and the local heat transfer 
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Table 3 Variation of average Nusselt number with Rayleigh number and inclination angles 

Ra 

1.0 x 10' 

3.16 x 104 

1.0 x 10! 

3.16 x 10s 

5 x 105 

6 = 0 deg. 

1.73 

2.41 

3.78 

4.85 

6.31 

$ = 30 deg. 

1.50 

2.83 

4.51 

8.58 

9.90 

0 = 45 deg. 

1.75 

2.49 

4.84 

7.62 

9.38 

6 = 60 deg. 

1.55 

2.90 

4.95 

6.91 

9.26 

Table 4 Variation of average Nusselt number with aspect ratio and inclination angles for Ra = 5 x 105 

A 

0 (Flat Plate) 

0.25 

0.5 

1.0 

6 = 0 deg. 

9.01 

10.73 

8.82 

6.31 

0 = 30 deg. 

10.76 

8.44 

10.08 

9.90 

$ = 45 deg. 

12.30 

8.33 

9.06 

9.38 

6 = 60 deg. 

14.36 

8.25 

9.26 

9.26 

are lower (for example, about 50 percent lower at Ra = 5 x 
105 and 6 = 45 deg) than at the reattachment point where the 
highest values are recorded. 

Figure 6 and Table 4 show the effect of varying both the 
cavity aspect ratio (̂ 4) and inclination angle (6) on the tem
perature characteristics and the average heat transfer. In in
vestigating these parameters the Rayleigh number is fixed at 
Ra = 5 X 105. 

At/1 = Oandfl = 0, the temperature and flow characteristics 
obtained in this study are in good agreement with those re
ported by Rotem and Claassen (1969) for horizontal flat plates. 
In a shallow cavity, A = 0.25, there is no formation of coun-
terrotating convective rolls observed at A = 1.0. The reason 
is that in the shallow cavity, the flow that separates at the top 
corners of the vertical walls reattaches on the base of the cavity 
and therefore does not develop into recirculating eddies as in 
the case of a deep cavity. As A increases to 0.5, the separated 
flow no longer reattaches on the base and a single multicellular 
roll develops in the cavity. As previously indicated, the roll 
breaks into two symmetric rolls at A = 1.0. If A is increased 
further, that is A » 1.0, a series of multicellular rolls would 
form in the very deep cavity. 

As 6 increases from zero, various temperature and flow 
characteristics develop for various values of A (see Fig. 6). 
For example, at B = 30 deg and A = 0.25, the flow that 
separates at the top corners reattaches on the base of the cavity 
with pockets of entrapped air in the region between the lower 
side-wall and the base of the inclined shallow cavity. These 
pockets of air becomes enlarged as A increases, and at A = 
1.0, the pockets of air merged to form the two large recircu
lating eddies mentioned earlier. Figure 6 shows that the base 
of the inclined shallow cavity behaves like an inclinded flat 
plate with the thermal boundary layer developing along its 
length, becoming thicker as the value of 6 increases. Increasing 
the values of A and 8 is found to induce hydrodynamic flow 
instabilities as shown in Fig. 8. In the figure, a strong vortex 
appeared at the reattachment corner and a weaker one of 
opposite sign at the separation corner of the inclined cavity as 
observed by Charwat et al. (1961) in a study of separated forced 
convection flows over open cavities and by Showole (1988) in 
a study of mixed convection flows over an inclined open rec
tangular cavity. 

Heat Transfer 
Heat transfer rates are determined from the infinite fringe 

Fig. 8 Numerically computed (a) streamlines and (b) isotherms for in
clined cavity, Ra = 5.0 x 105, A = 1.0, and 0 = 45 deg 

interferograms shown in Figs. 5 and 6. The infinite fringe shifts 
of the interferograms are analyzed and the data obtained are 
used to evaluate the temperature gradients at nine points on 
each of the three cavity walls. Fringe analysis has been widely 
covered in the literature (see for example, Eckert and Soehn-
gen, 1948). The local and average Nusselt numbers on each of 
the three cavity walls are then calculated using the temperature 
gradients at the nine points according to Eqs. (1) and (2). The 
overall heat transfer rate for the cavity is obtained from the 
summation of the average Nusselt numbers on all the three 
walls as follows: 
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—- NuiLi + Nu2L2 + Nu3L3 ,,. 
Nu-*= I^I^T3

 (3) 

where L is the length_of_ a cavity wall. 
The uncertainly in Nu due to the test section and the inter

ferometer misalignment, the interferometer optical imperfec
tion, error in locating the fringe center, the end effect, and 
other equipment errors was estimated to be 4.5 percent. 

The experimental heat transfer results are summarized in 
Tables 3 and 4. The plot of Nu against Ra for the horizontal 
cavity is shown in Fig. 3. Table 3 shows that at all angles of 
inclination considered in this study Nu increases as Ra in
creases. However, for all Ra numbers, the first increase in 6 
from 0 to 30 deg causes a sharp increase in Nu, but a further 
increase beyond 30 deg results in small increase inNu. The local 
distributions on each of the cavity wall vary considerably with 
6. 

The variation of Nu with 8 and A is complex. As shown in 
Table 4, Nu increases as A decreases when 0_= 0 deg. But for 
8 > 0 deg, there is no significant change in Nu as A decreases 
except at A = 0 , which corresponds to a flat plate situation. 
Ostrach (1953) and Siebers et al. (1983) have investigated nat
ural convection flows over vertical flat plates using analytical 
and experimental techniques, respectively. The data obtained 
in the present study for horizontal and inclined flat plates are 
included for comparison with data for open cavities. For the 
upward-facing flat plates, the thermal boundary layer grows 
thicker as 8 increases than in the case of an open cavity. This 
results in higher thermal gradients and heat transfer rates in 
the flat plate than in the cavity for all values of 8 except at A 
= 0.25 and 8 = 0 deg. As A increases from 0 to 0.25, that 
is, from a flat plate to a shallow cavity, the lower corners that 
exist between the base and the side-walls of the cavity alter the 
growing boundary layer pattern observed on a flat plate and 
cause the heat transfer rate to drop. A further increase in A 
at a fixed 8 (except 8 = 0) or an increase in 8 at a fixed value 
of A (except at A = 0.) does not change the value of Nu 
significantly. But as shown in Figs. 5 and 6, the temperature 
characteristics vary considerably as a result of flow separation 
and reattachment processes in the cavity. 

The complex variation of Nu with Ra, 8, and A discussed 
in the foregoing sections makes it rather difficult to express 
Nu in terms of all these parameters in one equation. The effect 
of aspect ratio has even been shown above to be insignificant 
except on the temperature distributions. But as shown in Table 
3, for a fixed value of 8, Nu varies significantly with Ra. 
Therefore, for every value of 6 considered in this study, a 
correlation equation is obtained for Nu as a function of Ra. 
Previous investigators have adopted similar correlations for 
Nu in terms of Ra (see Table 1) for the same reason given 
here. 

The correlations for the overall average heat transfer rate 
(Nu) obtained in the present experimental study for upward-
facing horizontal and inclined cavities are given as: 

For 8 = 0 deg: 

Nu = 0.088 Ra0323 (4) 

The standard deviation of this correlation is 10 percent. 
For 8 = 30 deg: 

Nu = 0.018 Ra0484 (5) 

The standard deviation of this correlation is 9 percent. 
For 8 = 45 deg: 

Nu = 0.028 Ra0442 (6) 

The standard deviation of this correlation is 12 percent. 
For 8 = 60 deg: 

Nu" = 0.029 Ra0'439 (7) 

The standard deviation of this correlation is 15 percent. 

The above correlation equations are obtained in the range 
of Rayleigh number, 104 < Ra < 5.0 x 105. 

Governing Equation for the Numerical Simulation 
The objective of the numerical analysis was to validate and 

provide further insight into the heat transfer results obtained 
from the experimental study. The flow under consideration 
here is steady, two dimensional, and incompressible, with neg
ligible viscous heat dissipation. Assuming the Boussinesq ap
proximation, the governing equations that applied to the 
physical problem in Fig. 1 are the conservation of mass, mo
mentum and energy. In dimensionless forms, they are written 
in stream-function and vorticity formulation as follows: 

d\p/dy doi/dx- d\p/dx du/dy = Ra Pr (sin 88T*/dx 

+ cos 8dT*/dy) + Pr(d2u/dx2 + d2u/dy2) (8) 

ty/by df/dx-dx/y/dx dT*/dy = d2T*/dx2 + d2T*/dy2 (9) 

tfx/dx2 + d2^/dy2 = - co (10) 

The x and y components of velocity may be calculated by: 

u = d\p/dy and v = - d\p/dx (11) 
The nondimensional quantities are defined as x = X/w, y = 
Y/w or Y/H, u = Uw/a, v = Vw/a, and T* = (T - Ta) / 
(T„ - Too), where a is the thermal diffusivity. 

The boundary conditions that applied to the present problem 
(Fig. 1) are T* = 1 on all the cavity walls, AB, BC, CD, and 
T* = 0 on the free surface FG above the cavity. The walls 
AH and DE at the proximity of the aperture plane were taken 
to be adiabatic, i.e., dT* /dx = 0. At the nonsolid boundaries 
GH and EF, the derivative boundary condition dT*/8X = 0 
was used. 

At the solid boundaries, no slip and no penetration applied; 
therefore, u = v = 0 while \p was constant and taken to be 
zero. Boundary vorticity was therefore, evaluated by the for
mula: 

oi = - d^/dx2 = - d2^/dy2 on AB, BC, and CD (12) 

o> = - (d^/dx2 + d2^/dy2) on EF, FG, and GH (13) 

Also 

dx/y/dx = 0 on EF and GH (14) 

and 

d\///dy = 0 on FG (15) 

Equations (8)-(15) were approximated by a finite difference 
method following a procedure outlined by Dennis and Hudson 
(1978). Matrices of the coefficients of the difference equations 
derived using this procedure are always diagonally dominant 
in the range of Rayleigh numbers, which includes those covered 
in this study, and the results obtained were accurate to the 
order of h2, where h is the finite difference grid. The algebraic 
equations derived from the difference equations were solved 
using uniform grids at the internal points in the solution do
main (see Fig. 1). A uniform rather than a scattered grid was 
used because accuracy is essential in the entire solution domain 
in order to compare positively the numerical and the experi
mental isotherms. In solving the algebraic equations, a suc
cessive overrelaxation scheme (see, for example, Burgraf, 1966) 
was used. A careful choice of relaxation factor, K, for the 
Poisson, vorticity, and energy equations ensures the stability 
and rapid convergence of the steady-state solutions. Because 
the iterative procedure for the vorticity and energy equations 
can be sensitive to the relaxation factor, a range of this factor, 
0 < K < 1, was considered in every run of the numerical 
computation. 

Numerical Results and Discussion 
The parameters considered in the numerical study are Pr = 
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0.71 and A = 1.0. Results are presented for horizontal cavity 
in the range of Rayleigh number, 103 < Ra < 5 x 105, at 6 
= 0 deg. The effect of inclination on heat transfer from the 
cavity is investigated at Ra = 5 X 105 and 6 = 45 deg. A 
transformation analysis technique introduced by Shanks (1955) 
was used to determine the optimum grid size of 0.0125 (or 80 
X 80 grids) used in the numerical computation. The general 
procedure was to use the results obtained at a larger grid size 
or a lower Ra number as the initial values or conditions for 
the numerical computation at a smaller grid or a higher Ra in 
order to speed up the convergence of the solution and reduce 
the cost of computation. The numerical solution is converged 
when li/."+1 - f I < KT6 where n is the number of the 
iteration. 

The numerically computed streamlines and isotherms in hor
izontal cavities are shown in Fig. 7 for Ra = 103 to 5 X 105. 
A study of the streamlines and the isotherms indicates that at 
Ra = 103, heat transfer in the cavity is by conduction. This 

( c ) 

Fig. 9 (a) Profiles of o component of velocity for Ra = 103to 105 at x 
= ±0.25, A = 1.0, 6 = 0 deg; (i>) profiles of u component of velocity 
for Ra = 5 x 105 at x = ±0.125, ±0.25, and ±0.375, A = 1.0, 0 = 0 
deg; (c) profiles of v component of velocity for Ra = 103 to 5 x 105 at 
y = 0, A = 1.0, 0 = 0 deg 

validates the experimental result presented earlier in Fig. 4. As 
Ra is increased beyond the transition Rayleigh number (i.e., 
Ra = 103), the rate of convection heat transfer from the cavity 
increases. At Ra = 105, the streamlines develop into counter-
rotating rolls, which at Ra = 5 x 105 become multicellular. 
The strong flow recirculation occurring at this Rayleigh num
ber is due to a high rate of inflow of cold air and outflow of 
hot air from the cavity, which causes a high rate of heat transfer 
as shown by the high thermal gradient along the cavity walls. 

At 45 deg inclination, the streamlines in Fig. 8(a) give an 
indication of flow separation at the lower corner and flow 
reattachments at the upper corner of the aperture. The rate of 
inflow and outflow of air into and out of the cavity appear 
to be more rapid that at 6 = 0 deg. The flow consists of two 
counterrotating eddies as observed at 6 = 0 deg, but at d -
45 deg, the relative positions of the eddies appear to have 
shifted due to the inclination of the cavity. As seen in Fig. 
8(a), the flow pattern is more complex than in the horizontal 
case. And as mentioned earlier, Fig. 8(a) reveals the presence 
of a strong vortex at the reattachment corner and a weaker 
vortex of opposite sign at the separation corner of the inclined 
cavity. A study of the isotherms in Fig. 8(6) also reveals that 
the temperature distribution is more complex in the inclined 
than in the horizontal cavity. This indicates that a higher rate 
of heat tansfer occurs in inclined than in the horizontal cavity. 
In the inclined cavity, the thermal gradient at the flow reat
tachment point is about twice the value at the flow separation 
point. Chapman (1956) has observed a similar relationship 
between heat transfer coefficients at separation and reattach
ment points in forced convection separated flows over cavities. 
In that study the heat transfer coefficient at reattachment is 
about three times the value at the separation point. 

Velocity and Temperature Profiles. The velocity profiles 
in the horizontal cavity are shown in Fig. 9(a), 9(b), and 9(c). 
The horizontal axis in these figures represents the aperture 
plane of the cavity, while the areas below and above the axis 
represent the cavity and the free stream, respectively. Figure 
9(a) shows the profiles of u component of the velocity at the 
location x = ±0.25 (from the base to the region outside the 
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Fig. 10 Temperature profiles for Ra = 103 to 5 x 105 at (a) x = ±0.25 
and (b) y = 0; A = 1.0 and 9 = deg 

cavity) for Ra = 103, 104, 3.16 x 104, and 105. For Ra = 5 
X 105, the profiles of u are obtained at x = ±0.125, ± 0.25, 
and ±0.375 as shown in Fig. 9(b). The profiles of the v com
ponent are obtained along the aperture plane (y* = 0) of the 
open cavity as shown in Fig. 9(c). A close look at Fig. 9(a) 
reveals that at Ra = 103, the air velocity inside the cavity is 
close to zero, except at aperture region where values much 
greater than zero are recorded. This indicates that the air inside 
the cavity as observed in the streamlines is stagnant, and val
idates the experimental isotherm (Fig. 4), which also indicates ' 
that the heat transfer inside the cavity at Ra = 103 is by 
conduction. Figure 9 shows that as Ra increases so also does 
the air velocity inside the cavity. The recirculating eddies ob
served in the streamlines at Ra = 105 and 5 x 105 (see Fig. 
7) can also be inferred from the velocity profiles shown in 
Figs. 9(a) and (b). At all Ra numbers considered, Fig. 9(c) 
shows that the v component of the velocity has a sinusoidal 
profile. This is an indication of an oscillating flow at the 
aperture region. As shown in Fig. 9(c), the amplitude of the 
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a a * a a X / w = 0.75 
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-* Y /H = - 0 . 5 
~ Y /H = - 0 . 7 5 

(b) 

oscillating flow increases as the flow becomes more unstable 
at higher values of Ra. 

Figures 10(a) and 10(5) show the temperature profiles in the 
horizontal cavity. At x = ±0.25, temperature profiles are 
obtained for various values of Ra as shown in Fig. 10(a). The 
temperature profiles along the aperture region are shown in 
Fig. 10(b). The temperature profile grows gradually from a 
small profile in conduction mode (Ra = 103) to a large profile 
in convection mode (Ra = 5 x 105). The profiles also show 
that the temperature drops steadily outside the cavity, ap
proaching the free-stream value attained at a distance twice 
the depth of the cavity from the aperture. 

For the inclined cavity, the u profiles are obtained at selected 
values of x across the width of the cavity and at selected values 
of j ' along the height of the cavity as shown in Figs. 11(a) and 
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Fig. 11 (a) Profiles of u component of velocity for Ra = 5 x 10s at x 
= 0.25, 0.5, 0.75, A = 1, and 6 = 45 deg; (b) and (c) profiles of u and v 
components of velocity for Ra = 5 x 105 at y = 0, -0.25, -0 .5 , and 
-0 .75 ,4 = 1.0, 0 = 45 deg 

11(6), respectively. The v profiles are also obtained at selected 
values of y along the height of the cavity (see Fig. 1 lc). Unlike 
in the horizontal case, these profiles are irregular, indicating 
the flow in the inclined cavity is very unstable. The flow in
stability results in a very strong flow recirculation, which makes 
the rate of free convection heat transfer higher in the inclined 
cavity than in horizontal cavity (see Table 3). The temperature 
profiles are shown in Figs. 12(a) and 12(6). These profiles 
show the erratic pattern of the temperature distributions in 
inclined cavity as previously observed in the isotherms (Fig. 
86). In the region outside the cavity, the profiles show the 
drop in temperature to the free-stream value. A careful study 
of Fig. 12(6) reveals that at x = 0, that is, at the flow reat
tachment point, the temperature gradient is higher than at the 
flow separation point (x =• 1). 

Local Heat Transfer Distribution. Figures 13(a) and 13(6) 
show the distribution of local Nusselt number at Ra = 5 x 
105 and at 8 = 0 and 45 deg, respectively. As shown in Fig. 
13(a), the heat transfer in the horizontal cavity is symmetric, 
with the highest value of Nu! recorded at the aperture corners 
of the cavity. For the inclined cavity, Fig. 13(6) shows that 
the heat transfer from the base and the upward-facing side-
wall (see also Fig. 8b) are about the same. The reason is that 
the two walls are upward-faced and are inclined at an equal 
angle from the horizontal. As shown in Fig. 8, the third wall 
with lower heat transfer rate than the other two sides is down
ward-faced. This again shows that a downward-facing inclined 
wall inhibits heat transfer while an upward-facing inclined wall 
enhances the that transfer process. Figure 13(6) also shows 
that the heat transfer rate at the flow reattachment point is 
higher than at the flow separation point. The higher average 
heat transfer rate from the cavity at 8 = 45 deg than at 8 = 
0 deg shows that inclination enhances the rate of heat transfer. 

A least-square fit for the numerical heat transfer data at 8 
= 0 deg yields a correlation equation of the form: 

Nu = 0.027 Ra0414 (16) 
for the range 3.16 x 104 < Ra < 5.0 x 105. The standard 
deviation of the correlation equation is 7 percent. The plot of 
the Nu against Ra at 8 = 0 deg is shown in Fig. 3. 
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1111 ii 1111111111111ii111 
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Fig. 12 Temperature profiles for Ra = 5 x 105 at (a) x = 0.25,0.5,0.75, 
and (b) y = 0, -0.25, -0 .5 , -0.75; A - 1.0 and 6 = 45 deg 

Summary and Conclusions 
Natural convection with flow separation in upward-facing 

inclined rectangular cavities has been investigated numerically 
and experimentally. The local temperature distribution and the 
local and average heat transfer are computed and measured. 
Also computed are the numerical temperature and velocity 
profiles. For Ra < 103, heat is transferred inside the cavity 
primarily by molecular conduction. However, there is an onset 
of convection in the aperture region of the cavity at this Ray-
leigh number. 

As Ra is increased further, the contribution to heat transfer 
by convection increases and thermal boundary layers begin to 
develop along the vertical walls. The observation of the ex
perimental interferograms and the numerical steamlines and 
isotherms for Ra > 105 reveals that there are two counter-
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Fig. 13 Local Nusselt number distributions and the average Nusselt 
number in (a) horizontal and (b) inclined (0 = 45 deg) cavities for Ra = 
5.0 x 105, A = 1.0 

rotating convection rolls within the cavity, while at Ra < 105, 
there is only one primary convective roll. The natural con
vection and the prevailing counterrotating eddies are symmetric 
at 6 = 0 deg, while at 6 > 0 deg, the symmetric flow and 
temperature patterns no longer exist. For inclined cases, the 
convective rolls shifts in proportion to the degree of inclination. 
The effect of inclination was to alter the temperature distri
bution and the local heat transfer rate and to enhance the 
average heat transfer from the cavity. For all Ra numbers, the 
initial inclination of the cavity from 0 deg causes a significant 
increase in average heat transfer rate, but a further increase 
in the inclination angle appears to cause small increase in 

average heat transfer rate. However, for every angle of incli
nation considered, Nu increases significantly as Ra increases. 
Therefore, correlation equations for Nu are presented as a 
function of Ra for every angle of inclination considered in this 
study. 

At 6 = 0 deg, average heat transfer rate increases as aspect 
ratio is decreased. For inclined cases there is no significant 
increase in average heat transfer rate as aspect ratio is decreased 
except at A = 0, the case of a flat plate. The effect of decreasing 
aspect ratio is strong on the flow, temperature, and the local 
heat transfer distributions. 

The heat transfer rate from the upward-facing horizontal 
cavity is about the same as in an open cavity with a sideward-
facing vertical aperture, although the flow patterns, the tem
perature, and the local heat transfer distributions in the two 
cavities are different. When the two cavities are inclined, the 
one that is upward-faced enhances heat transfer while the 
downward-faced cavitiy tends to suppress it. 
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Combined Heat and l a s s Transfer 
by Natural Convection With 
Opposing Buoyancies 
A numerical study is presented for combined heat and mass transfer by natural 
convection from a vertical surface with opposing buoyancy effects. A comparison 
with similarity solutions shows that boundary layer analysis is suitable only when 
the two buoyant forces aid each other. For opposing flows the boundary layer 
analysis does not predict the transport rates accurately. A detailed comparison with 
experimental data with opposing buoyancies shows good agreement between the 
data and the numerical solutions. The heat and mass transfer rates follow complex 
trends depending on the buoyancy ratio and the Prandtl and Schmidt numbers. 
Comprehensive Nusselt and Sherwood number data are presented for a wide range 
of thermal Grashof number, buoyancy ratio, and Prandtl and Schmidt numbers. 

1 Introduction 
Natural convection flows arising from the combined buoy

ancies due to thermal and chemical species diffusion have 
received considerable attention in recent years because of their 
importance in wide-ranging applications related to manufac
turing and process industries. For a review of the fundamental 
work in this area, see Ostrach (1980) and Gebhart et al. (1988). 

Some of the earliest studies on natural convection flows 
arising from combined buoyancies are due to Professor Boel-
ter's group at Berkeley (Sharpley and Boelter, 1938; Boelter 
et al., 1946). They conducted a series of experiments on water 
evaporation under free convection from a horizontal quiet 
water surface to ambient air. The water temperature was varied 
to cover a range of temperatures above and below that of the 
ambient air, and the humidity of the air was controlled. Meas
ured transport rates were presented. 

The theoretical work reported so far has been confined to 
boundary layer type solutions, utilizing either integral tech
niques (Somers, 1956; Wilcox, 1961), or similarity formulation 
(Lowell and Adams, 1967; Adams and Lowell, 1968; Botte-
manne, 1971). The most comprehensive similarity solutions 
were given by Gebhart and Pera (1971) who made a general 
formulation of the vertical two-dimensional boundary layer 
flows. Their work also dealt with laminar instability. Botte-
manne (1971) presented an analysis similar to that of Gebhart 
and Pera (1971), and Bottemanne's (1972) experimental results 
for Pr = 0.71 and Sc = 0.63 agreed well with his analysis. 
Pera and Gebhart (1972) extended the results of Gebhart and 
Pera (1971) to flows above horizontal surfaces. 

Schenk et al. (1976) and Chen and Yuh (1979) studied com
bined heat and mass transfer in natural convection on inclined 
surfaces. Chen and Yuh (1980) presented local nonsimilar so
lutions for natural convection along a vertical cylinder. Mixed 
convection with combined buoyant mechanisms along vertical 
and inclined plates was studied by Chen et al. (1980), and over 
a horizontal plate by Chen and Strobel (1980). In these studies 
the local nonsimilarity method of analysis of boundary layer 
flows was employed. A similarity analysis of heat and mass 
transfer in laminar boundary layer around horizontal cylinders 
was presented by Hasan and Majumdar (1987). Finite-differ
ence solutions of boundary layer equations for flows adjacent 
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to a vertical plate in constant density, and stable thermally 
stratified media were given by Srinivasan and Angirasa (1988) 
and Angirasa and Srinivasan (1989). 

The parameter that determines the relative strength of the 
two buoyant forces is the buoyancy ratio B, defined as the 
ratio of the two Grashof numbers 

B = 
Grc 15* Ac 
Gr,~ /3At 

(1) 

where Ac = cw - cx, and At = tw - /„. For opposing buoy
ancies, i.e., for negative values of B, the boundary layer so
lutions reported in several of the studies cited above may not 
be valid when both components of velocity (u and v) are of 
the same order. For example, in the detailed similarity solutions 
presented by Gebhart and Pera (1971) for Pr = 0.7 and 7.0 
for various values of Sc and B, the results for B = - 1.6, Pr 
= 0.7, and Sc = 5.0 indicated a departure from the boundary 
layer analysis. The maximum vertical velocity shifted sharply 
away from the surface, and the velocity did not reach zero at 
the edge of the boundary layer. Remarkably, however, the 
solution did predict the flow reversal that is expected near the 
wall. 

The past experimental data, summarized below, point to 
similar discrepancies between the predictions of the boundary 
layer solutions and the data. For aiding flows, the experimental 
measurements of Bottemanne (1972) for water vapor from a 
large-diameter vertical cylinder in air (Pr = 0.71 and Sc = 
0.63) and of Den Bouter et al. (1968) for a vertical copper 
plate maintained at constant temperature in a sulfate-sulfuric 
acid solution (Pr « 10 and Sc = 2000) indicated good agree
ment with the boundary layer analytical solutions. However, 
the boundary layer analyses appear to fail when the body forces 
oppose each other, and are of the same order. Adams and 
McFadden (1966) utilized a Mach-Zehnder interferometer to 
measure the heat and mass transfer rates from a vertical heated 
subliming surface of p-dichlorobenzene in air (Pr = 0.7 and 
Sc = 2.23). The body force resulting from the heavy organic 
vapor opposed the upward thermal buoyancy force. The ex
perimental heat and mass transfer rates were found to be 10-
15 percent less than those predicted by the boundary layer 
integral analyses. The measurements of Den Bouter et al. (1968) 
for opposing flows show disagreement with the boundary layer 
solutions up to 30 percent in magnitude. 

In this paper we present numerical solutions using the com
plete set of continuity, Navier-Stokes, energy, and species 
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equations for both aiding and opposing buoyancies, and show 
that the above-mentioned discrepancy is due to the departure 
of the flow from that assumed in the boundary layer formu
lation. We then compare our computed values of Nu and Sh 
with the experimental data of Adams and McFadden (1966). 
The underlying physical processes are discussed, and Nusselt 
and Sherwood number data are presented. 

2 Analysis 
Consider a heated surface of height L. The temperature of 

the surface is tw, and the concentration of the diffusing species 
on the wall is cw. In the ambient, the temperature and the 
concentration are t„ and ca respectively. The normal velocity 
at the surface due to the mass diffusion is assumed to be zero. 
Thexandy axes are aligned with the vertical and the horizontal, 
respectively. The laminar, two-dimensional, incompressible 
conservative equations that describe the flow and transport 
adjacent to the vertical surface can be written as 

du dv „ 
dx dy 

(2) 

du du du 

3T OX dy 

d2u d2u 

p dx [dx2 dy2 

+ g ( 3 ( t - U + g/3*(c-Coo) (3) 

dv dv dv 
TT + U— + V— = 
9T dx dy 

dt dt 

dr dx 

1 dp 
+ u 

dlv 

dt 

Ty 

dc 

p dy ' ' ydx2 dy 

cft_ aY 
d^dy2 

dc dc 
dr dx dy 

D 
32c aV 
^"V 

(4) 

(5) 

(6) 

where 

(7) 

The usual Boussinesq approximations are made, which means 
that density variations are important only for the buoyancy 
terms. For most of the fluids at ordinary temperatures and 
pressures /3 is positive, but /3* can be positive or negative 

depending on the contribution of the diffusing species to the 
density of the surrounding medium. 

The following nondimensional parameters are defined: 

X=x/L; Y=y/L 

U= u/(g(3AtL)[/2; V= v/(gj3AtL)W2 

T* = j(g&AtL)ul/L 

T=(t-toa)/{tw-ta,)\ and C=(c-c„)/{cw-ca,) (8) 

With the nondimensional variables (8), Eqs. (2)-(6) become 

dU 3V 
(9) 

3U TTdU dU dP 1 d2U d2U 
dr dX dY 

dV rdV dV 

d^+Ud-x+vTY= 
dT

+u?l+v?l= 

Gr,V3^ d r 
+ T+BC 

dP i (b2v d2V 

dY y/QfAdX2 dY 

3T 

dC 

(#T_ d2r 
8X dY V G r > r \ 3 . r dY' 

J fd^C cfd 
+ u^.+ v^=-

dr" ' "dX" dY ^/GrtSc\dX2 +dY: 

(10) 

(11) 

(12) 

(13) 

In the above equations, P = p/(pg(3AtL), G17 = (gl5AtLi/i>2), 
Pr = v/a, and Sc = v/D. If B is positive the two buoyant 
forces aid, and if negative, they oppose each other. We define 
a nondimensional vorticity as 

dU dV 

and reduce Eqs. (9)-(l 1) to a single vorticity-transport equation 

dm , rdco dm 
—sr + U— + V— = 
dr* dX dY 

1 CO 3 CO 

lG^\dX2 + W2 
dT dC 
d~Y+Bd~Y 

A streamfunction \p is defined such that 

"ax 
From Eqs. (14) and (16) we obtain 

d\p 
t / = - ^ , and K= 

01 

w= V \p 

(15) 

(16) 

(17) 

N o m e n c l a t u r e 

B = buoyancy ratio (Eq. (1)) k = 
c = concentration of the diffusing 

species L = 
C = nondimensional concentration Nu = 

(Eq. (8)) 
D = diffusion coefficient of the p = 

species Pr = 
g = gravitational acceleration Sc = 

Gr, = thermal Grashof number = Sh = 
gPAtL3/v2 t = 

Grc = species Grashof number = T = 
gfi*AcL3/v2 

h = average heat transfer coeffi- u, v = 
cient (Eq. (18)) U, V = 

hm = average mass transfer coeffi
cient (Eq. (20)) x, y = 

thermal conductivity of the 
ambient fluid 
height of the surface 
Nusselt number (Eq. (18) and 
(19)) 
dynamic pressure 
Prandtl nurriber = v/a 
Schmidt number = v/D 
Sherwood number (Eq. (20)) 
temperature 
nondimensional temperature 
(Eq. (8)) 
velocity components 
nondimensional velocity com
ponents (Eq. (8)) 
space coordinates 

X, Y -• 

a = 
/? = 

/3* = 

v = 
P = 
T = 
* 

T = 

+ -
W = 

= nondimensional space coordi
nates (Eq. (8)) 

= thermal diffusivity 
= coefficient of thermal expan

sion (Eq. (7)) 
= volumetric coefficient due to 

concentration (Eq. (7)) 
= kinematic viscosity 
= density 
= time 
= nondimensional time (Eq. (8)) 
= stream function (Eq. (16)) 
= vorticity (Eq. (14)) 

Subscripts 

min = 
w = 

00 = 

= minimum 
= wall 
= reference 
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out 
Numerical boundary conditions 

The average Nusselt number Nu is defined as 

Atdy 
Nu = hL/k, in which h = — dx (18) 

y=0 

from which it follows that 

Nu = HJAJX (19) 

Similarly the average Sherwood number can be evaluated as 

Sh = 
h,„L 
D 1 ~dY, 

dX (20) 

3 Numerical Procedure 
The energy, species, and vorticity-transport equations (Eqs. 

(12), (13), and (15)) are solved using the well-known Alter
nating Direction Implicit (ADI) scheme of Peaceman and 
Rachford (Roache, 1982). The time-dependent equations are 
marched in time until a steady solution is obtained. The up
wind-differencing is used for the convective terms because of 
the large values of Gr. The diffusive terms are discretized with 
central-differencing. In our computations constant grid-spac-
ings have been employed. 

A Successive Over Relaxation (SOR) method is employed 
for the solution of the streamfunction Eq. (17). The stream-
function equation is iterated for convergence within each time 
step of the solution of Eqs. (12), (13), and (15). The details 
of the numerical procedures can be found in Roache (1982). 

Numerical boundary conditions are given in Fig. 1. The 
width of the computations (in the Y direction) is chosen to be 
0.4 after checking that higher values did not alter the solution. 
This value was estimated from the similarity solutions. Wall 
vorticities are evaluated from the values of the stream function 
at the adjacent grid points (Roache, 1982). 

The following convergence criteria are employed: 

U.b 

0.5 

0.4 

3 0.3 

0.2 

0.1 

0.0c 

I 

_ B=2 

7 \ 
-J d/fiS. 
I /B=-I \ 
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^ X=0.5 

\ \ v \ 
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0.0 0.1 0.2 
Y 

0.3 0.4 

Fig. 2 Comparison with similarity solution 

£/7 + 1 t " 

<e and yn+ 1 (21) 

where £ is T, C, and co. The superscript n refers to time, and 
the subscripts / and j refer to space. The value of e is chosen 
to be 10~4. Convergence is very slow, especially for those values 
of B at which convection is minimum. For a typical time step 
of 0.001, it required about 20,000 time steps to reach steady 
state. 

The average Nusselt and Sherwood number are obtained by 
numerical integration of Eqs. (19) and (20), using Simpson's 
rule. To account for the gradients at the end points of the wall, 
an open-ended formula has been employed (Press et al., 1986). 
In the results that follow we have used a 51 x 51 grid for Gr, 
= 105, 61 x 61 for Gr, = 106, and 71 x 71 for Gr, = 107. 
The numerical errors due to the grid size are assessed as 0.5 
percent for temperature and concentration, 1 percent for flow 
field variables, and 2 percent Nu and Sh. 

4 Results and Discussion 
We first compare our numerical results with the boundary 

layer solutions of Gebhart and Pera (1971). The detailed nu
merical results of velocity, temperature, and concentration 
fields are presented and the inadequacies of the boundary layer 
analysis are pointed out. In section 4.2, we compare our com
putational results with the experimental data of Adams and 
McFadden (1966). Finally, we present comprehensive results 
of Nusselt and Sherwood numbers for a wide range of Gr„ B, 
and Pr and Sc. 

4.1 Comparison With Boundary Layer Analysis. The 
computed velocity profiles for Pr = 0.7 and Sc = 5.0 for B 
= 2.0 and —1.0 are presented in Fig. 2,while those for B 
= - 1.6 to - 5 . 0 are presented in Fig. 3. The similarity solutions 
of Gebhart and Pera (1971) are also shown for comparison. 
For B = 2, the agreement between the two results is very good, 
indicating boundary layer flow for positive values of B (aiding 
buoyant forces). For B = - 1 , there is a difference between 
the two solutions. Our simulation gives a slightly smaller value 
of peak vertical velocity, and a flatter velocity profile. This 
suggests that for this value of B, although the boundary layer 
analysis predicts a reasonably accurate solution, it does start 
to depart from the boundary layer type flow. At B = —1.6 
(Fig. 3), the similarity solution is not accurate at all. It un-
derpredicts the flow reversal near the surface and exaggerates 
the magnitude of the upward velocities. The flow reversal, 
with the upward and downward velocities of the same order, 
cannot be accounted for by the boundary layer equations. With 
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=> 0.0 

Table 1 Comparison of Nu and Sh with the experiments of 
Adams and McFadden (1966) 

Fig. 3 Comparison with similarity solution for opposing buoyancies 

Fig. 4 Contours of streamfunction, \jiw = 0, for Gr, 
= 5.0, and B = - 5 

105, Pr = 0.7, Sc 

increasing negative values of B, the magnitude of the down
ward velocities increases, and that of the upward velocities 
away from the surface decreases. For Pr > Sc, and IBI » 
1 (5 < 0), no flow reversal (upward) appears, and v « u. 
Then the boundary layer analysis is expected to be valid. 

At B = -1.6 and Gr, = 10\ for Pr = 0.7, and Sc = 5.0, 
Gebhart and Pera (1971) obtained Nu = 19.12 and Sh = 
35.42. These values are calculated from Fig. 9 of the above 
reference. For the same parameters, Wilcox's (1961) integral 
analysis yields Nu = 20.31 and Sh = 54.28. Our numerical 
calculations give Nu = 17.46 and Sh = 30.32. The clear in
dication is that for opposing flows the boundary layer similarity 
and integral analyses overpredict Nusselt number by 10-20 
percent, and Sherwood number by as high as 80 percent. This 
result is supported by the experimental finding of Adams and 
McFadden (1966), who found that the measured heat and mass 
transfer rates with opposing body forces were lower than the 
prediction of the boundary layer analyses. This discrepancy, 
most likely, arises because the analyses do not properly account 
for the flow reversal near the surface, and predict a larger 
upward force. The departure is consistent with the deviations 
of velocity field as discussed above. Comparison of numerical 
results at other values of Prandtl and Schmidt number for 
opposing buoyancies indicates similar behavior. 

In Fig. 4, contours of streamfunction are shown for the case 

Or, 
Present 

Nu Sh 

Adams and 
McFadden (1966) 
Nu Sh 

1.15X107 

1.85 x l O 6 
0.43 
0.414 

23.03 
15.39 

41.44 
27.41 

24.38 
14.27 

42.10 
26.2 

0.75 

I- 0.5 

0.25 

Fig. 5 Temperature profiles at X = 0.5 for different values of S 

of B = - 5.0. Because of the larger downward force near the 
surface due to mass diffusion, the flow near the surface is 
downward, consequently the U velocity is negative in this re
gion (Fig. 3). The U velocity reverses direction at the end of 
the concentration layer due to the upward thermal buoyancy. 
In this latter region the only buoyant force is thermal buoyancy. 
Vertical velocities reach zero again with the end of the thermal 
layer. The streamfunction contours clearly show that the nature 
of the flow is not boundary layer. 

In these results, Sc (= 5.0) is far larger than Pr (= 0.7) and 
hence the concentration layer is much thinner than the thermal 
layer. This confines the downward flow to a thin region near 
the surface (Fig. 3). For lower Sc, the thickness of the con
centration layer increases and the region of flow reversal will 
extend farther away from the wall. These characteristics are 
discussed further in section 4.3. 

4.2 Comparison With Experimental Data for Opposing 
Flows. The experimental data (Pr = 0.7 and Sc = 2.23) are 
taken from Adams and McFadden (1966), in which p-di-
chlorobenzene sublimes from a heated vertical surface into air. 
The molecular weight of p-dichlorobenzene is approximately 
five times that of air. 

Table 1 presents the detailed comparison of Nu and Sh from 
our calculations with the experimental values of Adams and 
McFadden (1966). The two data points correspond to those 
given in Table 1 of Adams and McFadden (1966). For these 
points, Gr, and Grc (or B) were calculated from the detailed 
temperature arid concentration (or pressure) profiles given in 
Figs. 3 and 4 of their paper. The measured average values of 
Nu and Sh in Table 1 are calculated from the local values given 
by Adams and McFadden. Since constant wall fluxes were 
obtained in the experiments, the experimental values were di
vided by a factor of 1.14. In our numerical calculations, con
stant wall temperature and concentration were prescribed. We 
observe from the table that the agreement between our nu
merical results and the experimental data is very good. 

4.3 Detailed Numerical Results. In this section, the cal
culated flow, temperature, and concentration fields, and the 
transport rates are discussed for aiding and opposing buoy-
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Fig. 6 Vertical velocity profiles at X = 0.5 for Pr > Sc and Sc » Pr 

ancies. Results are presented for Pr ^ Sc. For Pr = Sc, the 
thermal and concentration fields are identical, and the physical 
processes can be inferred from the results of Pr ^ Sc. 

Flow, Thermal and Concentration Fields. We first present 
results for Pr = 0.7 and Sc = 5.0, the case considered earlier 
in section 4.1. Figure 5 shows the temperature profile at X = 
0.5 for B varying between 2 and - 5 . A steeper temperature 
profile is anticipated for flows with aiding buoyant forces (B 
= 2). The profiles turn flatter with increasing negative values 
of B, i.e., increasing opposing buoyancies. Interestingly the 
profiles do not monotonously become flatter with increasing 
negative buoyancies. At B = - 5 , the temperature profile is 
steeper than that at B = - 3 . This interesting trend can be 
explained by realizing that it is not the direction of the vertical 
velocities, but their magnitudes that determine the heat transfer 
rates at the wall. When the two buoyant forces oppose each 
other, the upward vertical velocity is reduced, resulting in the 
flattening of the temperature profile, see B = 2 and - 1. After 
reaching a minimum at some value of negative B, a further 
decrease in B causes the downward velocity to increase, which 
in turn results in enhanced heat transfer rate at the wall. Since 
the downward vertical velocities increase with increasing neg
ative B, the slope of the temperature profile increases again 
(B = -5) . Note that in Figs. 2 and 3 the magnitudes of the 
vertical velocities are nearly the same for B = - 1 and - 5, 
although the direction of the flows are opposite to each other. 
The heat transfer rates and the temperature profiles are, there
fore, nearly identical for these two cases. 

The above arguments also hold for the concentration profiles 
(not shown). The trends in these profiles are similar to those 
for temperature profiles. Nusselt and Sherwood number plots 
(Figs. 12 and 13) reflect these changes in the slopes of tem
perature and concentration. Both Nu and Sh first decrease 
with B, and then increase with further decrease in B, i.e., in 
negative B. 

We now present results for Pr « Sc (Pr = 6.0 and Sc = 
150), and Pr > Sc (Pr = 0.7 and Sc = 0.22), both for aiding 
and opposing buoyancies. For these flows, typical U velocity 
profiles are presented in Fig. 6 while contour plots for opposing 
flows are shown in Fig. 7. The results for aiding flows are self-
explanatory. For opposing flows with Pr = 0.7 and Sc = 0.22 
(Sc < Pr), the flow is entirely downward. This is to be expected, 
for Sc < Pr, the thickness of the concentration layer is larger 
than that of the thermal layer, and the wider concentration 
layer drives the flow entirely downward. For Pr « Sc, a very 
thin concentration layer forms near the wall (see the mass lines 
in Fig. 7 for this case). The flow in this thin layer is downward 
and the velocities are weak. Since the thermal layer thickness 
is much larger, in the region just away from the wall the flow 
is upward. The thin downward flow near the wall could not 

Pr=6 
Sc=150 

(a) (b) (c) 

Pr=0.7 
Sc=0.22 

Fig. 7 (a) Streamfunction contours, ^„an = 0; (b) isotherms, T„ = 1.0, 
AT = 0.1; (c) iso-concentration lines, Cw = 1.0, AC = 0.1, for Gr, = 107 

and B = - 3 for Pr « Sc and Sc < Pr 
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Fig. 8 Temperature profiles at X = 0.5 for Gr, = 107 for aiding and 
opposing buoyancies for Pr « Sc and Sc < Pr 

1.0 

0.75 

O 0.5 

0.25-

0.0 

I I 

"l\ i V=Pr=0.7 
', \,Sc=0.22 

- i V 

b P r = 6 \ 
rTsc= i50 X c ^ 

I 
Gr t =10 7 

X=0.5 

B=3 

- - - B=-3 

-

i 

0.0 0.05 0.1 
Y 

0.15 0.2 

Fig. 9 Concentration profiles at X = 0.5 Gr, = 107 for aiding and op
posing buoyancies for Pr « Sc and Sc < Pr 
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Fig. 10 Vertical velocity profiles at X = 0.5 for different values of Gr, 
for aiding and opposing flows 
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Fig. 11 Nusselt (Sherwood) number for Pr = Sc = 0.7 

be captured in the streamfunction contour plotting, but it is 
clearly shown in the U velocity profile (Fig. 6). 

Temperature and concentration profiles, respectively, for 
aiding and opposing buoyancies with unequal Pr and Sc are 
presented in Figs. 8 and 9. Temperature profiles are flatter for 
opposing flows, and concentration profiles are steeper for Sc 
» Pr. 

The effect of the thermal Grashof number Gr, on aiding and 
opposing flows will now be discussed. Figure 10 shows vertical 
velocity profiles at X = 0.5 for aiding and opposing flows for 
different values of Gr,. The effect of decreasing Gr, is to shift 
the peak velocity away from the wall both for aiding and 
opposing flows. The magnitude of the peak velocity, however, 
remains the same for either type of flow. Since the buoyancy 
ratio is the same, a change in Gr, will alter the magnitude of 
the species Grashof number (Grc) too. Hence the velocity pro
files spread or shrink with Gr„ but the peak velocity is unal
tered. 

For both aiding and opposing flows, the temperature and 
concentration profiles (not shown) become steeper with in
creasing Gr,, thus enhancing heat and mass transfer rates. This 
is physically anticipated. 

Nusselt and Sherwood Number Data. Extensive calcula
tions have been performed to obtain accurate data for Nusselt 
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B 

Fig. 13 Sherwood number for Pr ^ Sc 

number, and Sherwood number for a wide range of Gr,, B, 
Pr, and Sc. The first set of data are for Pr = Sc = 0.7 at Gr, 
= 105, 106, and 107. Since the thermal and species diffusion 
coefficients are equal, Nu and Sh are also equal. The data are 
shown in Fig. 11. 

At B = - 1 , the two buoyancies are equal to and oppose 
each other. Hence, for Pr = Sc, we obtain the minimum value 
of Nu (or Sh) at B = - 1. Defining Bmin as the value of B at 
which the minimum value of Nu, Numjn, is attained, we note 
that Bmm = - 1 for Pr = Sc for all values of Gr,. The 5-Nu 
curve is symmetric about Bmin. For instance, the magnitudes 
of the net buoyancy and B = 1 and at B = - 3 are equal, 
although the directions are reversed. 

We note from Fig. 11 that Numin drops down sharply from 
its value at 151 > Bmin. At B = Bmin, the transport takes place 
by diffusion. Even a slightly different value of B from Bmin 
induces convection, however small, and the transport rates are 
substantially increased. This clearly demonstrates the effect of 
convection in enhancing the heat and mass transfer rates. 
• For Pr ^ Sc.the Nu-5 and Sh-B curves are not symmetric 
(see Figs. 12 and 13). Then Bmin > - 1 for Pr > Sc, and Bmin 
< - 1 for Sc > Pr. This is explained from the unequal thick
nesses of the thermal and concentration layers. For Pr > Sc, 
the thermal layer is thinner than the concentration layer. Hence, 
a smaller value of Grc (compared to Pr = Sc) is sufficient to 
attain Bmin. This gives Bmin > - 1. Similar argument leads to 
#min < - 1 for Pr < Sc. The Nu and Sh data for various 
values of Pr and Sc, and Gr, are shown in Figs. 12 and 13. 
The value of 5min in each case is determined by extrapolation. 
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An important conclusion from Figs. 12 and 13 is that Bmi„ is 
a function of only Pr and Sc, and is independent of Gr,; see 
data for Pr = 0.7, Sc = 2.0, and for various values of Gr,. 

5 Summary 
We have presented a numerical study of combined heat and 

mass transfer by natural convection from a vertical surface 
with aiding and opposing buoyancies. The main conclusions 
of this study are: 

1 Boundary layer solutions do not yield accurate solutions 
for natural convection flows with opposing buoyancies, when 
the two components of the velocity are of the same order. 
They underpredict the flow reversals and overpredict the mag
nitude of the upward flow velocities. 

2 Finite-difference solutions of the full equations give ac
curate solutions. Our calculations agree very well with the 
Nusselt and Sherwood number experimental data of Adams 
and McFadden (1966) for opposing buoyancies. 

3 The heat and mass transfer rates undergo complex 
changes with B varying from high positive values (aiding buoy
ancies) to high negative values (opposing buoyancies). With 
decreasing B, both Nu and Sh decrease. After reaching a min
imum at a particular value of negative B, both Nu and Sh 
increase again with further decrease in B. This is because of 
the increase of downward vertical velocities with decreasing 
B. It is the magnitude of the vertical velocity, not its direction, 
which determines the transport rates. 

4 The value of B, at which the minimum Nusselt and Sher
wood numbers are attained, is a function of Prandtl and 
Schmidt numbers, but is independent of thermal Grashof num
ber (Gr,). 
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Internal Standing Waves in a 
Cylindrical Vessel and Their 
Near-Wall Features 
This paper describes numerical and experimental investigations on internal standing 
waves occurring in a cylindrical vessel and their near-wall behavior in the vicinity 
of an adiabatic cylinder located at the center of the vessel. A numerical prediction 
method was developed with a low-Reynolds-number turbulence model to stimulate 
the occurrence of the internal standing waves and their near-wall features. These 
features are characterized by the attenuation and phase shifts in temperature fluc
tuations as observed in the present experiments. The measured results were well 
predicted by the numerical simulation in terms of certain statistical values as well 
as qualitative internal wave motions and flow patterns. 

1 Introduction 
Thermal stratification phenomena have been widely inves

tigated, since temperature gradients and fluctuations arising 
in some stratified flows may bring about thermal fatigue dam
age to structure surfaces (e.g., Kim et al., 1991). In such prob
lems it is of great importance to estimate near-wall behaviors 
of thermal interfaces accurately. It is known that temperature 
fluctuations are suppressed near the surface where neither heat 
generation nor absorption takes place owing to the presence 
of boundary layers. This phenomenon may be referred to as 
the boundary layer attenuation (BLA) effect. The BLA effects 
alleviate to some extent the thermal influences caused by strat
ified flows. Therefore, taking the BLA effects into account is 
necessary to estimate precise thermal-hydraulic features im
posed on the structure. 

This study was originally conceived as part of an investi
gation to understand the thermal hydraulics in a liquid metal 
fast breeder reactor (LMFBR), where thermal stratification of 
liquid sodium, which has a temperature difference of more 
than 100 K, occurs under reactor trip conditions. Thus the 
thermal stratification dealt with in this paper occurs in a cy
lindrical vessel that represents the basic geometry of the hot 
pool region in an LMFBR. In earlier experimental investiga
tions using this kind of vessel, Moriya et al. (1987) found that 
standing wave motions of a thermal interface arise in certain 
experimental conditions even if no external vibrations are pres
ent. Since this type of internal standing waves might cause 
serious thermal fatigue on structure surfaces in a real situation, 
it is necessary to develop methods to predict the occurrence 
of the internal waves and their response to BLA effects. Moriya 
et al. (1987) attempted to specify the ranges of bulk Reynolds 
and Richardson numbers over which the internal waves occur. 
However, it has been recognized that the bulk parameters alone 
are obviously insufficient to judge whether or not the internal 
standing waves arise, since their occurrence is governed by the 
detailed geometry of the vessel, flow patterns, and more com
plicated conditions. 

The present study is focused on a numerical method that 
enables us to make more precise predictions of the occurrence 
of internal waves and the BLA effects against their temperature 
fluctuations. The numerical model used is a low-Reynolds-
number turbulence model, which has been extensively refined 
as reviewed by Patel et al. (1984) following earlier investiga-
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1992; 
revision received February 1993. Keywords: Numerical Methods, Stratified Flows, 
Turbulence. Associate Technical Editor: J. H. Kim. 

tions by Jones (1972), Jones and Launder (1973), and Hanjalic 
and Launder (1976). The near-wall effects are suitably dealt 
with by the model (Lam and Bremhorst, 1981), which is ap
plicable to viscous sublayers as well as fully turbulent regions. 
In addition, the model is improved so that it can take into 
consideration buoyancy effects on eddy diffusivities and the 
turbulent Prandtl number. The numerical analysis is based on 
a finite difference method, in which all nonlinear terms are 
solved with third-order accuracy. 

In addition to the numerical study, a detailed experimental 
investigation is also made in order to understand the mecha
nism of internal waves and the BLA effects; flow patterns 
below the internal waves are quantitatively captured with the 
aid of the image processing technique (Ushijima et al., 1991) 
and it is made clear that they are closely related to the internal 
wave motions. Temperature distributions are measured in the 
vicinity of a thermally insulated cylinder installed at the center 
of the vessel, which corresponds to the internal structure of 
an LMFBR, in order to clarify the BLA effects on the large 
periodic temperature fluctuations caused by the internal stand
ing waves. As a result, it is found that near the surface of the 
cylinder the amplitudes of the fluctuations are attenuated and 
phase shifts arise in the internal wave motions. These exper
imentally obtained features and the occurrence of the internal 
standing waves are reasonably simulated by the developed nu
merical method. 

2 Experiments on Thermal Stratification 

2.1 Experimental Setup. The fundamental thermal-hy
draulic features that are likely to appear in reactor trip con
ditions within the hot pool of an LMFBR can be reproduced 
in the present experiments. The flow system to create thermal 
stratification phenomena in the test vessel is illustrated in Fig. 
1. The loop, including a hot water tank, is connected to the 
vessel to form a steady-state condition, in which a high-tem
perature fluid is supplied to the vessel at a constant flow rate 
so that uniform temperature and a steady flow pattern can be 
maintained. After creating a fully established steady flow, a 
lower temperature fluid is supplied to the vessel by changing 
the connection of the loops. The transition of the loops is 
conducted smoothly by regulating four control valves, causing 
a small quantity of both fluids to mix, in order that the flow 
rate through the vessel should be maintained constant. Hence 
the temperature of the incoming flow gradually decreases to 
that of the fluid in the cold water tank. As a result, thermal 
stratification occurs in the vessel. 
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TEST VESSEL 

Fig. 1 Flow system 
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Fig. 2 Test vessel 

The details of the test vessel are shown in Fig. 2. An inlet 
hole, 70 mm in diameter, is located at the center on the bottom 
surface, from which a lower temperature fluid enters after the 
loop transition is completed. The outlet has a slit shape, 20 
mm in height, surrounding circumferentially along the side 
wall of the vessel. A cylinder, whose diameter is the same as 
the inlet hole, is set up just above the inlet hole. The inlet hole 
and the cylinder represent the simplified forms of a core outlet 
and an above-core structure, respectively, in an LMFBR. The 
vertical distance between the lower end of the cylinder and the 
bottom surface, denoted by H, governs the flow patterns ap
pearing in the vessel in the steady-state condition; the incoming 
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Fig. 3 Thermocouples set up on the cylinder surface 

flow clings to the base as a radial wall jet when His sufficiently 
small, creating a large circulating flow in the vessel. In contrast, 
an increase in H causes the jet flow from the inlet to impinge 
partially on the lower end of the cylinder, producing a diagonal 
crossflow. As a result, two main circulations occur on both 
sides of the crossing flow in steady states. In the present con
dition, H is set at 60 mm, which brings about a crossing jet 
flow in the vessel resulting in the occurrence of internal stand
ing waves when thermal stratification proceeds. 

The surface of the cylinder can be treated as adiabatic, due 
to the sufficiently low thermal conductivity of its acryl com
position. As illustrated in Fig. 3, 36 thermocouples are ar
ranged with distances L from the surface to their tops of 0.5, 
1.0, 1.5, and 2.0 mm. The near-wall behaviors of thermal 
interfaces on the r-z plane are measured by the thermocouples 
with consideration given to the two dimensionality, or the 
uniformity in the circumferential direction, of the internal wave 
motions. In addition to these near-wall sensors, 24 thermo
couples are set in the vessel to capture the entire internal wave 
motions. Their positions are indicated in Fig. 6(a). All the 
thermocouples used here are 0.25 mm in diameter and their 
time constant is approximately 10 ms. The electric signals from 
the thermocouples are amplified and recorded on magnetic 
tapes as digital signals with a sampling interval of 0.2 s. The 
accuracy of the measured temperature is estimated at around 
0.1 K. 

In determining the experimental conditions, listed in Table 
1, the occurrence of internal standing waves in the vessel was 

Nomenclature 

Dv = diameter of the vessel 
= 600 mm 

g = gravity 
H = height of cylinder 
k = turbulence energy 
P = mean pressure 

r, z = radial and vertical coordi
nates 

r, = r-Rx 

R\ = radius of cylinder = 35 mm |S 
t = time 

U, V = radial and vertical mean e 
velocities 6 

u, v, w = radial, vertical, and cir- 9 
cumferential fluctuating ve- 9$ 
locities v 

a = thermal diffusivity p 

thermal expansion coeffi
cient 
dissipation rate of k 
fluctuating temperature 
mean temperature 
standard temperature 
kinematic viscosity 
fluid density 
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TC(K) 
284.5 

Table 1 Experimental conditions 

T„(K) 
314.5 

Q (1/min) 
65.3 

Ri 
5.2x10" 

Re 
2.0 xlO4 

experimental conditions are applied and the total error can be 
estimated as it was in previous investigations (Ushijima et al., 
1991). As a result, the error range is estimated to be 10 percent 
with respect to the representative velocity determined by the 
flow rate and the geometries of the test vessel. 

given priority over the precise replication of actual operational 
conditions within an LMFBR. 

In Table 1, Tc and TH denote the temperatures of the fluids 
provided by the cold and the hot water tanks, respectively, 
while Q stands for the flow rate through the test vessel. The 
bulk Richardson and Reynolds numbers in the table are based 
on the diameter of inlet hole D and the mean velocity at inlet 
(Jo ( = 283 mm/s): 

'2 (1) 

(2) 

Ri = PgD(TH-Tc)/U
2o 

Re = UQD/V 

2.2 Image Processing. The flow patterns in the vessel 
when internal waves arise are of great interest since it is ex
pected that they are closely related to the occurrence and the 
sustained oscillation of the internal standing waves. However, 
it is not easy to obtain velocity distributions on a two-dimen
sional plane at a given instance by means of a usual point-
measuring velocimetry system. To solve such problems, ex
tensive efforts have been made to develop image processing 
techniques, starting with Prandtl and Tietjens (1934). Among 
the methods employed in analyzing the visualized images, a 
particle-tracking method (Sommerscales, 1980), which gen
erally utilizes the trajectories of the particles scattered in a 
fluid, is one of the simplest and most effective techniques. The 
particle-tracking method has been employed and improved by 
Imaichi and Ohmi (1983), Kobayashi et al. (1985), Chang et 
al. (1985), Agui and Jimenez (1987), Nishino et al. (1989), and 
many other researchers, who also estimated the uncertainties 
involved in this method. We take up the image processing 
technique (Ushijima et al., 1991) based on the particle-tracking 
method to measure the two-dimensional flow patterns of the 
incoming jet, which crosses diagonally from the inlet below 
the oscillating thermal interfaces. 

The particles used in the flow visualization are made of high 
polymer (Eslen) with a specific gravity of 1.02, and an average 
diameter around 0.9 mm. They include fluorescent sodium, 
which gives clear images in the presence of laser light. A sheet 
of laser light is illuminated from the top of the vessel. The 
thickness of the sheet is approximately 5 mm. As a result, a 
vertical cross section including the centerline of the vessel is 
visualized. The movements of the particles on the section are 
recorded on video tapes with a high-speed video camera capable 
of 200 frames per second. The recorded analogue data are 
converted to digital values, 512x512 pixels per frame and 256-
gray-level resolution for a single pixel, by an image processor, 
and are then stored on hard disks. The digitized results are 
transferred to the memories of a high-speed computer so that 
all analyses can be performed by the computer. 

The principle of the vector acquisition is essentially equiv
alent to that presented by Kobayashi et al. (1985), in which 
both the initial and the terminal positions of the particle in 
question are utilized together with its trace image to determine 
one vector. With a Gaussian window, the velocity vectors ob
tained are interpolated at regular grid points whose spatial 
intervals are determined from the number of particles per unit 
surface. The interpolated vectors are then smoothed on the 
basis of the bootstrap procedure investigated by Efron (1979, 
1983) and Diaconnis and Efron (1983). 

Regarding the uncertainties involved in the image processing, 
it may be necessary to take into account two kinds of errors: 
a sampling error and a visualization error (Agui and Jimenez, 
1987). The latter is associated with the positioning of tracer 
particles and their traceability to the fluid motion. Present 

3 Numerical Prediction Method 

3.1 Numerical Model. While there have been many at
tempts to apply turbulence models to thermally stratified flows, 
they have rarely been applied to calculations in predicting 
unsteady internal waves. Since the averaging procedures used 
to derive basic equations of turbulence models from Navier-
Stokes equations are interpreted as ensemble-averaging as well 
as time-averaging, turbulence models can be employed in order 
to simulate time-dependent flows that are detected as ensemble-
averaged features. 

The dominant motions in low-wavenumber regions associ
ated with the internal waves in the cylindrical vessel can be 
treated as ensemble-averaged components simulated with tur
bulence models, since the internal waves have reproducible 
features that were observed in experiments. Along with the 
prediction of internal waves, our particular interest lies in the 
near-wall behavior of thermal interfaces. It is necessary to take 
into account the near-wall effects, such as the decrease of 
the local turbulent Reynolds number, in the numerical model. 
The turbulence model adopted here is the one proposed by 
Lam and Bremhorst (1981), which has the merit that it needs 
no additional terms in the transport equation for the dissipation 
rate of turbulence energy. Since this model becomes a usual 
two-equation model as the local turbulent Reynolds number 
increases, it is applicable to both fully turbulent flows and 
near-wall regions. The governing equations based on this model 
are described in a cylindrical coordinate system as follows: 

r dr oz 
(3) 

du rrdu Tau i dp 
— +U — +V — = — — + v 
at dr dz p dr r dr X dr) + dz2~r2 

1 3 , — , 9 _ 1 
(ruu) +— uv — - ww 

r dr dz r 

(4«) 

— +U — +V — = - - — 
dt dr dz p dz 

-[ i- i8(e-es)]g+y 
I a_ / dv\ cPY 
rdr V drj + dz2 

1 3 3 _ 
- - (ruv)+—vv 
r dr oz 

(46) 

3G 39 ae 
1T+U — + V—- = a 
dt dr dz 

1 d_ I 3 6 \ 3^9 
rdr V dr) + dz2 

1 d — d — 
- - (ruB)+-vd 
r dr dz 

dk T dk T dk D — 1 fdkdeMBkdeu 
-dl+UYr+VTz = Pk + m8'e+Vk [Tr^TzTz 

(5) 

ok 

]_d_ I dk\ 3j£ 

r dr V dr) + dz2 (6) 
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at dr dz CJ,kPk' -C*I 
Table 2 Model coefficients 

1 
+ — 

o"„ 

de deM de deM 

dr dr dz dz 

6/W 
-+u 

r dr 

de\ d2e 
rJr)+J? (7) 

The production term of turbulence energy appearing in Eqs. 
(6) and (7) is given by 

P* = uu — + uv 
dr 

dJU dV 

dz dr 

_dV U 
+ vv — + ww — 

dz r 
(8) 

The two-dimensional basic equations used here are derived 
with the assumption that the gradients of all variables in cir
cumferential direction and the mean velocity in that direction 
are zero. In the governing equations, Reynolds stresses and 
turbulent heat fluxes are given by Boussinesq's assumptions 
in cylindrical coordinates. The eddy viscosity e^is modeled as 

k2 

eM=CJllfb- (9) 

Here the function /M> representing near-wall effects, is given 
by Lam and Bremhorst (1981): 

fu = Ez 1 + 
20.5 

with 

E=l-exp(-AkRk) 

k2 

R,= 

k 
Rk 

r0 

(10) 

(llfl) 

(116) 

(lie) 

where r0 stands for the distance from the wall surface. Since 
the early observations made by Stewart (1969), it has been well 
known that the turbulent diffusivity for temperature tends to 
be suppressed more than that for momentum as the local Rich
ardson number increases. Thus it is of great importance that 
the buoyancy effects are taken into consideration in the expres
sions for turbulence diffusivities. The following relationship 
has been obtained for the function ft, appearing in Eq. (9) from 
turbulence measurements in stratified shear flows (Ushijima, 
1989): 

/* = 
1 

1+0.24B 
(12) 

where the parameter B stands for the intensity of stratification, 
which was proposed by Launder (1975): 

/k\2 dQ 
B^%) Tz (13) 

The eddy conductivity eH was also evaluated using the following 
function for turbulent Prandtl number Pr, based on the results 
of turbulence measurements in water flows (Ushijima, 1989): 

1.6 
«// = 

tM 

P r , - 1+0.245 
£M (14) 

Following Lam and Bremhorst (1981), the functions/, and/2 , 
in which low-Reynolds-number effects are reflected, are given 
by 

/ 2 = l - e x p ( -Rt) (16) 

°k 
1.0 1.3 

C, 
1.44 

C2 
1.92 0.09 

Ak 

0.0165 
AC\ 
0.05 

The coefficients of the basic equations are listed in Table 2, 
which are the same values as proposed by Lam and Bremhorst 
(1981). 

3.2 Calculation Method. The numerical analyses are 
based on the finite difference method. The momentum equa
tion is discretized by the semi-implicit method (Roache, 1976), 
in which new time-step variables are employed in the pressure-
gradient term as well as in the acceleration term. With this 
difference equation for momentum, a Poisson equation for 
pressure is derived from the continuity equation, which is also 
discretized using new time-step velocities. The Poisson equa
tions form a matrix that can be solved by the Biconjugate 
Gradient (BCG) method, as indicated by Fletcher (1975). The 
BCG method is superior to the usual iterative solution methods, 
such as the Successive Overrelaxation (SOR) method as pre
sented by Young (1954) and the Alternating Direction Implicit 
(ADI) method by Douglas (1957), in terms of its generality 
and convergence rate. The velocity at the new time instant is 
obtained by substituting the newly found pressure into the 
momentum equation. The equations for energy, turbulent kin
ematic energy, and the dissipation are discretized explicitly. 
The locations of the variables are defined on a staggered grid 
system; the scalar variables are defined at the center of each 
control volume while velocity components are defined on its 
surfaces. 

The nonlinear terms included in the governing equations are 
solved by a third-order interpolation method, in order to de
crease numerical diffusion arising from these terms, which 
makes the accuracy of calculations inferior (Hirt, 1968). In 
this method, a convected variable </> is interpolated by a pol
ynomial equation on a two-dimensional calculation area. Thus, 
as schematically shown in Fig. 4, the upstream point rt(/-Hl, 
z„), from which a variable at the n + 1 time-step <f>"j' has been 
convected, is specified on the r-z plane at the previous time-
step using the time-step and mean velocities. The unknown 
value <£" at r„, which is identical to </>"}', is evaluated on a 
two-dimensional curvature of <j>, generally defined as 

4>=f(r,z) (17) 

Here, the function / is the following polynomial equation in
cluding third-order terms of r and z at the highest: 

j + 2 

j+1 

J-I 

\ r i,j 

Zi i -1 I i+1 i+2 

Fig. 4 Calculation scheme on r-z plane 
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/(''> ^ = S S W«" (18) 

The 16 coefficients c,„„ in the above equation are uniquely 
determined by solving the following matrix equation consisting 
of the values at the neighboring 16.calculation grids: 

-0 7° r° 71 

ri-l,j-l Zi-l,j-l>'i-l,j-l Zi-i,j-i 
0 „0 ,0 „1 

fi-lj zi~l,j >'i-l,j Z;~\j 

.0 „0 JO 1 
'i + 2,j+2 Zi + 2J+2'ri+2J+2 Z/+2J+2 

-3 J> 
n-ij-i z,-[j-i 

r3 7 3 

'i+2,j+2 Zj+2,j+2. 

Co.o 

c 0 , l 

C3,3j L't>i + 2J + 2 

(19) 

Accordingly, the convected value </>" j ' is calculated by applying 

cylinder 
cylinder 

/surface 

-A-region 

*-B~regiori 

outlet 

V5mm 
I r 
inlet 

the coordinates at r„ to Eq. (18) with the coefficients deter
mined from Eq. (19): 

" < P * 7 1 / \ Cm,rr*Z* (20) 

This method, having third-order accuracy, is applied to all the 
convection terms included in the equations for momentum, 
energy, turbulent kinematic energy, and its dissipation. 

The numerical analyses are carried out on a two-dimensional 
plane as indicated in Fig. 5. While the BLA effect on the 
internal waves apparently arises near the cylinder surface and 
the side wall of the vessel, only the former case is simulated 
in detail. Thus the calculation area is separated into two re
gions; the yl-region is set up in the vicinity of the cylinder 
surface to simulate near-wall features and the 5-region covers 
the remaining area of the vessel. The radial width of the A-
region was determined in terms of the turbulent Reynolds 
number defined by Eq. (1 lb) in the steady-state condition. The 
mesh sizes are Arx Az = 0.5x 10 mm and 5x 10 mm in the A 
and j5-regions, respectively. Time-steps in the calculation are 
2.5 xlO - 4 s and 1.0 xl0~2 s in the A and B-regions, respec
tively. Thus the 40-step calculation in the A -region proceeds 
against the one-step calculation in the B-region. At the bound
ary between the two regions, the calculated variables in one 
region are linearly interpolated in order to set up the boundary 
conditions for the other region. When adopting the usual non
uniform mesh divisions, the time-step is restricted by the min
imum value in the finer mesh regions, yet the present mesh 
division makes it possible to decrease such unnecessary CPU 
time. Along the cylinder surface the following boundary con
ditions are employed in the A -region: 

and 

4 Results 

U=V=k = 0 [r = Ri] 

3e ae „ 
- = — = 0 [r = Ri\ 
dr dr 

(21) 

(22) 

4.1 Experimental Results. The transition of temperature 
distributions was measured in the test vessel. The thermal in
terface created begins to take on the form of wave motions at 
around two minutes after the penetration of cold water. Then 
the wave motions develop to standing waves, which are quite 
stable and continue for more than several minutes. The time 
period (To) of the internal standing waves, calculated from ten 
internal waves, is about 8.6 seconds. Figure 6 shows the iso
thermal lines obtained in the vessel over one period. The num
bers attached to the isothermal lines correspond to normalized 
temperatures defined by 

Fig. 5 Calculation area 

Qt=(Q-Tc)/(TH-Tc) 

and the time is normalized as 

tt = tU0/D„ 

(23) 

(24) 
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Fig. 6 Internal wave motions (the black circles in Fig. 6(a) indicate the positions of the thermocouples) 
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The image processing system enables us to capture the flow 
patterns arising below the internal standing waves. Two typical 
distributions of velocity vectors are shown in Fig. 7, which 
were obtained when the highest level of the internal wave 
occurred on the side wall of the test vessel and, after a half 
cycle of the wave motion, when the highest level was observed 
on the cylinder surface. While the vectors were not obtained 
for the entire region owing to the limited video-recording area, 
it is possible to observe that the main flow rising from the inlet 
hole obviously affects the above internal wave motions. Thus, 
the main flow moves almost Straight from the inlet toward the 
outlet slit when the thermal interface is highest on the side 
wall. On the other hand, a half cycle later, regions appear in 
which descending flows are dominant and the angle of the 
main flow shifts to a more vertical direction. Accordingly it 
is seen that the varying angle of the main stream is closely 
related to the internal waves, which causes the internal standing 
wave motions lasting for several minutes. 

Figure 8 shows the isothermal lines, whose numbers are 
defined by Eq. (23), over the near-wall area (/Xz = 2.5 
mm x 150 mm) measured by the thermocouples installed on 
the cylinder surface. The results in Figs. 6 and 8 were not 
obtained simultaneously owing to the limited number of am
plifiers. Two notable phenomena caused by the BLA effects 
are observed in the results; the amplitudes of the internal waves 
are decreased owing to the suppression of vertical movements 
and an apparent time lag arises for the motions in the vicinity 
of the surface, as presented at t„ = 157.4 and 159.8 in Fig. 8. 

100(mm/s) 

" & « : = ! 

Iliill mm 
H 

" "l-W! '.'.!!'' 

itellfer #1 
* * i 

(a) (/J) 
Fig. 7 Velocity vectors obtained by image processing (broken lines 
indicate approximate shapes of thermal interface) 

These facts lead to the decrease of temperature fluctuations 
caused by the internal waves and the occurrence of their dif
ferent phase angles, which will be discussed later. 

4.2 Results of Numerical Simulations. The unsteady cal
culation of the thermal stratification proceeded until t* = 94.3, 
which required 11.4 hours in CPU time on HITAC M680H. 
The numerically simulated results in both the A and 5-regions 
are shown in Fig. 9. It is noted that the radial scale and the 
length of the vectors in the /1-region are magnified compared 
with those in the 5-region. The internal waves as observed in 
the experiments are simulated in Fig. 9. The average time period 
T0 of five internal waves is around 8.7 seconds in the simu
lation, which is nearly identical to the experimental value. The 
direction of the main flow is coupled with the motion of stand
ing waves in a manner similar to the experimental results; the 
main current runs directly from the inlet to the outlet slit in 
cases where the internal wave level is high on the outer side 
of the vessel as shown at /„ = 83.4 in Fig. 9, while the flow 
direction becomes more vertical and a large clockwise circu
lation is formed on the right corner after a half cycle as pre
sented at t„ = 85.3. The simulated BLA effects on the internal 
waves are also indicated in Fig. 9. The suppression of the 
internal wave amplitudes and the time lag for their motions 
shown in Fig. 8 are qualitatively predicted as indicated at 
/ , = 83.4 and 85.3 in Fig. 9. 

Figure 10 shows the peak-to-peak values (Q*P) for the tem
perature fluctuations caused by the internal waves, which are 
obtained at the points listed in Table 3. The values in Fig. 10 
were estimated from five internal waves and normalized by 
TH-TC (=30 K) both in experiments and calculations. The 
attenuation of 9p due to the BLA effect is clearly simulated 
here, while the calculated results are somewhat smaller than 
the measured values. From the experimental results, the peak-
to-peak value at Ex is about 50 percent compared with EA, and 
the ratio of C[/C4 is about 40 percent in the analysis. 

The power spectra of the temperatures at the points in Table 
3 were derived after subtracting the smoothed time series op
erated by a moving average with a 30-second window, in other 
to remove the decreasing trend during the thermal transition. 
Figure 11 shows the spectra, which were normalized using a 
temperature fluctuation of EA for experiments and that of C4 
for calculated results. The spectra have large values at 0.1-0.2 
s"1, corresponding to the frequency of the internal waves. 
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Fig. 8 Measured isothermal lines near the cylinder surface 
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Fig. 9 Numerically simulated internal waves (left: Aregion, right: B-region; thick isothermal lines correspond to 6 , = 0.5) 
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Fig. 10 Peak-to-peak values of temperature fluctuations 
(0 = experiments; X = calculations) 

Approaching the cylinder surface, the predicted spectra in the 
frequency decrease in a manner similar to that observed in the 
measured results. In the high-frequency ranges, on the other 
hand, the decreasing trend of the simulated spectra does not 
coincide with those of the experiments. This seems to result 
from the fact that the turbulence models employed here predict 
ensemble-averaged values, in contrast to the instantaneous val
ues measured in the experiments. The differences are not neg
ligible in the high-frequency ranges where random fluctuations 
are dominant. 

The time lag of the temperature fluctuations near the surface 
can be detected by taking their phase angles. Figure 12 shows 
the distribution of the phase angles for temperatures at rx = 0.5 
to 1.5 mm with respect to those at r, =2.0 mm. Close obser-

Table 3 

Measuring 
points 

E2 
E, 
Et 

Locations of measuring 

Calculation 
points 

c, 
c2 
c, 
C4 

and calculation points 

rt (mm) 

0.5 
1.0 
1.5 
2.0 

Z (mm) 

290 
290 
290 
290 

vation of the meaningful low-frequency ranges reveals that the 
deviations of phase angles from those at the standard points 
(£4 and CA) grow with decreasing value of rx. Figure 13 shows 
the quantitative comparison of the phase angles obtained at 
0.1 s_1. The shift of the phase angles is predicted reasonably 
well, as shown in the figure, and the maximum deviation is 
about -0.23ir in experiments. 

5 Concluding Remarks 
A numerical prediction method has been developed to sim

ulate the occurrence of internal standing waves in a thermally 
stratified fluid contained in a cylindrical vessel and the near-
wall temperature fluctuation behavior near a thermally insu
lated cylinder located in the vessel. The numerical model 
adopted here is a low-Reynolds-number k-e model, which is 
applicable to viscous sublayers as well as fully turbulent re
gions. The model was improved so that it can take into con
sideration the buoyancy effects on eddy diffusivities and the 
turbulent Prandtl number. 
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The prediction method developed simulates the occurrence 
of the internal standing waves and the interconnection between 
the internal waves and the varying jet angles, whose state is 
similar to the experimentally captured features. Furthermore, 
while the peak-to-peak values of the temperature fluctuations 
are calculated as somewhat less than the measured values, the 
tendency of the attenuation in magnitudes for the power spec
tra and the shifts in phase angles caused by the BLA effect 
are reasonably predicted near the cylinder surface. 
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Analysis of a Transient 
Asymmetrically Heated/Cooled 
Open Thermosyphon 
We present a numerical study of transient natural convection in a rectangular open 
thermosyphon having asymmetric thermal boundary conditions. One vertical wall 
of the thermosyphon is either heated by constant heat flux ( "warmup") or cooled 
by convection to the surroundings ( "cooldown"). The top of the thermosyphon is 
open to a large reservoir of fluid at constant temperature. The vorticity, energy, 
and stream-function equations are solved by finite differences on graded mesh. The 
ADI method and iteration with overrelaxation are used. We find that the thermo
syphon performs quite differently during cooldown compared with warmup. In 
cooldown, flows are mainly confined to the thermosyphon with little momentum 
and heat exchange with the reservoir. For warmup, the circulation resembles that 
for a symmetrically heated thermosyphon where there is a large exchange with the 
reservoir. The difference is explained by the temperature distributions. For cool
down, the fluid becomes stratified and the resulting stability reduces motion. In 
contrast, the transient temperature for warmup does not become stratified but 
generally exhibits the behavior of a uniformly heated vertical plate. For cooldown 
and Ra> l&, time-dependent heat transfer is predicted by a closed-form expression 
for one-dimensional conduction, which shows that Nu~Bi'/2/A in the steady-state 
limit. For warmup, transient heat transfer behaves as one-dimensional conduction 
for early times and at steady state and for Ra* > 105, can be approximated as that 
for a uniformly heated vertical plate. 

Introduction 
A thermal diode is a heat exchanger that transports heat 

preferentially in one direction only. When used as a solar 
collector in a building, the diode is very effective because heat 
that is collected during the day cannot escape from the diode 
along the same path at night. As shown in Fig. 1, the diode 
consists of a fluid-filled reservoir connected to a long rectan
gular slot or "tongue." Typically, the tongue is about 35 cm 
high and 2 cm wide. Solar radiation striking the outside surface 
of the tongue initiates convection, transferring heat from the 
warm tongue to the cooler, higher-placed reservoir. During 
sunless periods, the tongue and reservoir cool as heat is trans
ferred to the surroundings. Convective motion is weaker for 
this phase because the tongue is below the reservoir, which 
introduces some stability to the problem. The combination of 
large heat transfer during warmup and poor heat transfer dur
ing cooldown results in good performance for the diode com
pared with alternative solar collectors. 

Warmup was modeled using integral methods by assuming 
laminar boundary layer flow in the tongue and complete mixing 
in the reservoir (Jones, 1986). This approach produced res
ervoir temperature distributions in good agreement with lim
ited test data. For cooldown, laboratory experiments showed 
that convective flows from cooling of the tongue enhanced 
heat transfer when compared with conduction. Empirically 
determined factors accounting for this enhancement were used 
in an earlier transient conduction model referenced above. The 
model was validated for diodes of just one design so the gen
erality of the factors is in question. 

The geometry of the tongue is traditionally referred to as 
an open thermosyphon, the steady-state behavior for which is 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1992; 
revision received January 1993. Keywords: Enclosure Flows, Natural Convec
tion, Transient and Unsteady Heat Transfer. Associate Technical Editor: J. R. 
Lloyd. 

well established. Lighthill (1953) for constant wall temperature, 
and Hartnett and Welsh (1957) for constant wall heat flux were 
among the first to analyze this problem. Both considered sym
metric heating. From the latter work, average heat transfer is 
determined to be independent of the heating condition. The 
more recent work of Gosman et al. (1971) confirmed LighthilPs 
results for laminar flow only. Later studies, which included 
analyses and experiments by Martin (1955), Lockwood and 
Martin (1964), Martin and Lockwood (1963), and Hasegawa 
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Fig. 1 Schematic diagram of thermal diode 
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et al. (1963), focused on noncircular, symmetrically heated 
geometries with particular attention paid to entrance effects 
and the transition to turbulence. Japikse (1973) summarized 
much of the work on thermosyphons prior to 1973. 

We are unaware of any work on asymmetric heating and 
cooling of the open thermosyphon nor its transient behavior. 
During warmup, the presence of the adiabatic nonslip wall 
increases viscous effects and provides no benefit to heat trans
fer. Thus, one expects the heat transfer to be less than that 
for symmetric heating. 

Insight on the behavior during cooldown can be provided 
by considering transient natural convection in an enclosed cav
ity. Hall et al. (1988), Fu et al. (1990), and Nicolette et al. 
(1985) addressed transient heating or cooling of a square cavity 
through either one or two vertical walls, the remaining walls 
being insulated. 

Nicolette et al. considered the response of fluid to a suddenly 
cooled vertical wall. For large Ra they observe the periodic 
formation of a shear-driven secondary-flow cell as fluid in the 
descending boundary layer enters the core at the bottom of 
the enclosure, flows upward, and rejoins the boundary layer 
without involving the entire cavity. This gives rise to the os
cillatory behavior of the Nusselt number with time, an effect 
also reported by Patterson (1984). 

Hall et al. studied the same geometry as Nicolette et al. with 
a suddenly heated wall but did not report on the formation of 
a secondary flow. Applying the fundamental work of Patterson 
and Imberger (1980) and Ivey (1984), Hall et al. addressed two 
characteristic time scales for transient natural convection in a 
cavity for P r > l . In the "early period," the problem is dom
inated by conduction (i.e., conduction at the wall balances the 
rate of energy stored in the fluid) as the momentum and thermal 
boundary layers are formed. After this, during the "late pe
riod," conduction at the wall is balanced by vertical convection 
in the momentum boundary layer. 

An interesting aspect of the thermosyphon cooldown not 
present in the above works stems from the fact that the top 
horizontal boundary of the thermosyphon is a constant-tem
perature reservoir. Heat transfer occurs at a vertical wall of 
the thermosyphon and at the horizontal thermosyphon-res-
ervoir interface ("orifice"). The former effect is destabilizing, 
whereas the latter tends to stabilize the flow through temper
ature stratification. As seen below, both contributions play 
major roles in determining thermosyphon heat transfer and 
fluid dynamics. 

Analysis 

Geometry and Assumptions. The thermosyphon is a rec-
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Fig. 2 The thermosyphon 

tangular, two-dimensional slot of height H and width W(Fig. 
2). The aspect ratio A is H/W. The top horizontal boundary 
of the thermosyphon is open to an infinitely large reservoir of 
fluid at temperature Tr. One vertical wall of the thermosyphon 
is either heated by constant heat flux, q0, or cooled by con
vection to the surrounding temperature, T„, through a con
stant heat transfer coefficient, h<». The bottom horizontal wall 
and remaining vertical wall are insulated. We assume two-
dimensional, laminar flow of a Boussinesq fluid. 

Formulation. The problem is formulated in terms of vor-
ticity, stream function, and temperature. This approach elim
inates the unnecessary pressure term, and as shown below, is 
convenient for treating the inflow boundary conditions at the 
top of the tongue. The vorticity-transport, energy, and stream-
function equations are 

dco d(wco) d(va)) 
+ _5 i + _ 5 

dt dx dy 

32co 32co 
= ' h l + I 5 +S0TT. 

3T d(uT) d(vT) 

dt dx dy 

dx2 ' dy 

d2T 

JT 

dx 

d2r 
dx2+'dy2 

aty d2i 

dxi+dy2 -co , 

(1) 

(2) 

(3) 

N o m e n c l a t u r e • 

A 
Bi 

H 
k 

Nu 
Pr 
q0 

Ra 

Ra* 

t 
T 
u 

aspect ratio = H/W 
Biot number = h„ W/k 
acceleration of gravity, m2/s 
heat transfer coefficient, 
W/m2-K 
height, m 
thermal conductivity of fluid, 
W/m-K 
Nusselt number = hW/k 
Prandtl number = v/ct 
heat flux at wall, W/m2 

Rayleigh number = 
gPW3(Tr-T„)/va 
flux Rayleigh number = 
g$W*q0/kvci 
time, s 
temperature, K 
x component of velocity, m/s 

U = dimensionless x component 
of velocity [Eq. (8)] 

v = y component of velocity, m/s 
V = dimensionless y component 

of velocity [Eq. (8)] 
W = width, m 
x = horizontal coordinate, m 
y = vertical coordinate, m 
a = thermal diffusivity, m2/s 
/3 = coefficient of thermal expan

sion, K~' 
ATK! = reference temperature differ

ence [Eq. (9)], K 
Ax = grid spacing in x direction, m 
Ay = grid spacing in y direction, m 

ij = dimensionless x coordinate = 
x/W 

6 = dimensionless temperature = 
(T-T^/AT^ 

r 

CO 

Q 

kinematic viscosity, m2/s 
dimensionless y coordinate = 
y/W 
dimensionless time = at/W2 

stream function, m2/s 
dimensionless stream function 
= i/'/a 
vorticity, s~l 

dimensionless vorticity = 
u/(a/W2) 

Subscripts 
avg = spatial average or mean 
eff = effective 

r = reservoir 
ref = reference 
is = steady state 
w = wall 
oo = surroundings 
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where the vorticity, u> = dv/dx-du/dy. The velocity compo
nents are related to the stream function \p by u = d\j//dy, 
v= -d\p/dx, which identically satisfy the incompressible con
tinuity equation. 

The thermal boundary conditions include a mixed condition 
for the vertical wall at x = 0 and adiabatic conditions at the 
remaining solid walls, 

-k-
dT 

dx 

dT 

dx 

= tfo+Mr„-rUo), 

dT 
= 0, — = o, 

(4) 

(5) 
j> = 0 

where go is a constant heat flux and hm is a constant heat 
transfer coefficient at the outside of the wall. Equation (4) 
accommodates both warmup (<?o nonzero) and cooldown (q0 

of zero). The thermal boundary conditions at y = H are ad
dressed below. 

The stream function is arbitrarily taken to be zero at all 
solid boundaries giving i/'lx=o = 0. ^l*=w=0, and \p\y=0 = 0. 
With no-slip velocity along all solid boundaries we can write 

dv 
wi*=o = 

0>\x=w~ 

dx 

dv 

dx 

(6a) 

>y = 0 — 
du 
dy 

y = 0 

a_V 
'dx2 

a_V 
"a / 

(6b) 

(6c) 
J> = 0 

The orifice at (x, y = H) is an inflow boundary. Inflow 
boundary conditions are a subject of ongoing debate. The exact 
state of the entering fluid is generally unknown because of 
possible influence from the outflow. For laminar flow, Light-
hill (1953) and Chan and Tien (1985) have both confirmed that 
because the thermosyphon has a dominant characteristic of its 
own, heat transfer is not strongly influenced by the state of 
the incoming reservoir fluid. This prompted Gosman et al. 
(1971) to assume zero axial gradients of vorticity and stream 
function for inflow and outflow at the orifice. Likewise, the 
axial temperature gradient is taken as zero for outflow because 
of the infinite length scale of the reservoir. For inflow, the 
temperature at the orifice is appropriately taken as that of the 
reservoir. We follow this approach and obtain 

dm 

Ty 

y = H~dy 

_aV' 

dT 

y = H~dy 

= 0, 7 
y=H 

y 

1 

= 0 (outflow), (la) 

y=n- -Tr (inflow). (lb) 

Scaling. We consider the following scales: 

T— Ta x v _. _. u, v 

Ar r e f W W' 
U, V--

a/W 

a) _ \j/ at 
a/W2' ~u' 7 = ~W1' 

where 

ATK{ = Tr— To, (cooldown) or ——(warmup). 
k 

(8) 

(9) 

With these, the governing equations are nondimensionalized 
and written as 

an d(UQ) d(VQ) 

dr dr, K 
„ ,d2U d2Q. „ „ 

= Pr —T + T77 +RaPr 
dtf as 

30 

dr, 
(10) 

dd d(U0) d(V6) d2d d20 
— + — + — - =—5 + 5, 
3T dr, 3£ dr,2 3?2 

d2V d2* 

dr,2 + d? " •a, 

( i i ) 

(12) 

= T -B i0 l (13) 

where Ra is the Rayleigh number (gfiW^AT^/va) and Pr is 
the Prandtl number. 

With Eqs. (8) the boundary condition at the heated/cooled 
wall becomes 

30 

dy n 

where Bi = hm W/k is the Biot number and Y is 1 for warmup 
(by definition B i 0 l , = o < l must be satisfied for warmup to 
occur) or 0 for cooldown. The remaining boundary conditions 
are: 

dr, 
= 0, 

, = 1 

30 
=o, 

«=o 

9\ , = 0 - = 0, ¥ l „ = , = 0, * l f = 0 = 0, 

a 2 * 
Q l ' - 0 _ " a , 2 

3fl 

a? 

3fi 

9? 

l=A 

t=A 

m 

dV_ 
= a£ 

a_£ 
: a? 

a2* 
"=l-~dv

2 

1 = 1 

a 2 * 
f = 0 ~ ~ a £ 2 

_30 

f=o 

= 0 (outflow), 
t*A fl« Z=A 

= 0, 0I{= /4 = 1 (inflow). 
l=A 

(14) 

(15) 

(16) 

(17a) 

(lib) 

We have taken Tr- Tx/(qaW/k) equal to 1 for warmup. 
For simplicity, the initial condition is the same for cooldown 

and warmup. If the thermosyphon is initially at the reservoir 
temperature, 0(r/, £, r = 0) is equal to 1. 

In dimensionless form, the velocity components and vorticity 
are written as C/=3*/3£, V= -dtf /di j , and Q. = dV/dr,-dU/ 

Method of Solution. Vorticity, temperature, and stream-
function distributions are obtained by solving Eqs. (10)—(12) 
subject to the boundary conditions Eqs. (13)—(17). Finite dif
ferences are used with a graded mesh having m, n (odd) number 
of nodes in the x, y directions. The scheme for grid expansion 
in the x direction is 

where 

Ar,i = exAri^i, i = 2, (m-l)/2, 

(m-l)/2 

1/Ai,,= 2 e -
;=o 

(18a) 

(186) 

The x-grid expansion factor ex is set to about 1.1, which pro
duces wall-cell dimensions that are a factor of 5-10 smaller 
than those in the middle of the domain. Expressions similar 
to Eqs. (18) are written for the y direction. 

The vorticity and energy equations are solved by the Implicit 
Alternating Direction method (Jaluria and Torrence, 1986) one 
equation at a time. The tridiagonal system for each line is 
solved by the Crout method (Hildebrand, 1966). The time step 
is kept small to avoid numerical instabilities that might arise 
from this weakly implicit approach. For a given time, no it
eration among the equations is needed because of the small 
time step. 

Poisson's equation is solved by iteration with overrelaxation. 
The relaxation factor varies but is about 1.8. The advective 
terms in Eqs. (10) and (11) are modeled with conserving upwind 
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differences (Jaluria and Torrence, 1986), which is superior to 
usual first-order upwinding. Alternately, the power-law scheme 
of Patankar (1980) could be used but was not for reasons of 
convenience. The derivatives in the expressions for vorticity 
and velocity are written as second-order finite differences. 

The expressions for boundary vorticity (Eqs. (16)) are cast 
in finite-difference form by writing a Taylor series expansion 
for ^ about the boundary node (Wilkes and Churchill, 1966; 
Reddy, 1989). For example, at the heated/cooled wall, we get 

fi 
2(A7?1 + Ar)2) 

ij- V 
2Ar), 

2,j- - * j (Ar)l + Arj2)
2A^2

 3 J ' 
(19) 

AT?IAT/2 

The terms Aij! and A?j2 are the sizes for the two cells nearest 
the wall. For a uniform grid, Reddy has shown this approach 
to produce heat transfer results in good agreement with data 
for steady natural convection in a square cavity. 

The correct inflow or outflow boundary conditions are ap
plied at each node at £ =A based on the state of the flow at 
that node from the previous time. 

Mean Nusselt Number and Wall Temperature. For cool-
down, a mean Nusselt number for the cooled wall is defined 
as Nu(r) = h(T) W/k, where h{r) is based on Tr- Ta. We get 

1 J0 

A 

A]n d-q ft. (20) 

, = o 

The derivative dd/dy \v=0 is evaluated by a second-order finite 
difference expression. 

For warmup with negligible Bi, heat transfer at rj = 0 is known 
so Eq. (20) is not useful. In this case, we are interested in a 
mean wall temperature defined as 

1 r4 

< W r ) = - 0(i, = O, I, T M . (21) 
A J0 

The dimensional and dimensionless wall temperatures are re
lated by 

T ~T 
-* iv.avg * r l + ; 

qQW/k 
(22) 

Cases 

In this study, we consider aspect ratios of 2, 5, 10, and 20 
and Rayleigh numbers of 104, 105, 106, and 107. As reported 
by Jones (1986), aspect ratios for the diodes tested in the past 
have ranged from about 15 to 20. However, it is of interest 
to investigate the sensitivity of heat transfer to a larger span 
of values. The Rayleigh numbers given above correspond to 
the range of operating conditions for a diode. Ra of 104 is 
close to the lower limit of any appreciable convection, and in 
the range of Ra from 106 to 10 , transition to turbulence has 
been reported (Hartnett and Welsh, 1957; Martin and Lock-
wood, 1963). 

A value for Bi of about 4 or less corresponds to natural-
convection cooling of the outside wall of the thermosyphon. 
This is of interest for the diode. We choose two other values 
to bound this: Bi of 1 and 8. In this study, Pr is equal to 6.1. 

The numbers of nodes and grid-expansion factors are chosen 
to give wall-cell dimensions (A^ and AIJO of not more than 
about 0.025. This is equivalent to 41 nodes in the x direction 
if grid spacing were uniform. Several cases for large aspect 
ratio are solved with as many as 131 nodes in the y direction 
but most have about 51. The number of nodes in the x direction 
is typically 21. 

Dimensionless time steps of about 3 x l 0 ~ 5 were used to 
ensure stability of the solution. The time step was automatically 
accelerated by an ad-hoc method as the solution proceeded 
toward steady state. With this step size about 50,000 to 100,000 
time steps were needed to reach steady state for cooldown with 
small Ra and Bi. For cooldown cases with high Ra and Bi and 

12.50 
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£ 

7.50 -

5.00 

2.50 -

0.00 
4 5 6 

Log10Ra 
Fig. 3 Comparison of numerical results with data for 4 = 10 

for warmup, steady conditions are reached with fewer time 
steps as described below. 

For warmup, ATK( is such that the Rayleigh number is the 
flux Rayleigh number, Ra*. To reduce the number of param
eters and simplify the presentation of results, the Biot number 
is set to zero for the warmup cases. To accommodate the effects 
of nonzero Bi, the mean-wall temperature from the zero-Bi 
case can be used to calculate a reduced heat flux. This flux is 
then used to determine a new Ra* and the problem rerun with 
Bi = 0. The procedure is repeated until the wall temperature 
distribution no longer changes. This approach produces the 
exact solution only if the wall temperature is uniform. As we 
see below the wall temperature varies 5 percent or less over 
the uppermost 90 percent of the thermosyphon height for the 
cases considered here. 

Results—Comparison with Existing Data 
In Fig. 3 we compare Nusselt numbers from the present 

model with data for steady laminar natural convection in an 
enclosure of aspect ratio 10 (Emery and Chu, 1965). The Ray-
leigh-number range, Prandtl number, and cell sizes are given 
above. From Fig. 3 we see that the deviation between the 
calculated Nusselt number and data is about 10 percent for 
Ra of 104 and 107. For Ra of 105 and 106, the predicted Nusselt 
number lies within the error band for the data. The discrep
ancies are not excessive, de Vahl Davis and Jones (1983) report 
even greater scatter in heat transfer results for a similar problem 
when solved by a variety of different methods. Increasing the 
number of nodes will improve the accuracy of the model, but 
the large increase in computer time for the transient problem 
considered makes this option currently impractical. 

Results—Cooldown and Warmup 

' Discussion. Results for cooldown and warmup are dis
cussed in separate sections below. Summarizing the results, we 
see that the thermosyphon performs quite differently during 
cooldown compared with warmup. In cooldown, flows are 
mainly confined to the thermosyphon with little momentum 
and heat exchange with the reservoir. For warmup, the cir
culation resembles that for a symmetrically heated thermo
syphon where there is a large exchange with the reservoir. The 
difference is explained by examining the temperature distri
butions. For cooldown, the fluid is stratified and the resulting 
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stability reduces motion. In contrast to this, the transient tem
perature for warmup is not stratified but generally exhibits the 
behavior of a uniformly heated vertical plate. 

Cooldown. We first consider evolution of the flow and 
temperature fields for two different cases. Stream-function, 
temperature, and pure-conduction temperature distributions 
are shown in Fig. 4 for five values of time, A of 2, Ra of 104, 
and Bi of 8. From Fig. 4, we see that the circulation is uni
cellular: initially increasing with time and, after a brief period, 
decreasing. The streamline plots indicate relatively weak fluid 
exchange with the reservoir except for the earliest two times, 
and virtually no flow across the orifice for r greater than about 
0.3. For T of 0.0058, the temperature and pure-conduction 
temperature distributions are identical (Fig. 4a) and, except 
near the reservoir, resemble those for a suddenly cooled semi-
infinite medium. For this time, advection is too weak to affect 
the temperature field. 

With increasing time (Figs. 4b~e), the isotherms tilt in re
sponse to increased intensity of the counterclockwise circu
lation. The tilting isotherms initiate temperature stratification, 
which, at steady state, is evident over most of the upper half 
of the thermosyphon (Fig. 4e). Stratification indicates a bal
ance between vertical conduction and vertical advection in the 
thermosyphon core. 

For A of 10, Ra of 106, and Bi of 8 (Fig. 5), we see similar 
behavior as described above. In this case, the streamlines are 
skewed more toward the cooled wall, and the stratification 
near the orifice and circulation are more pronounced than in 
Fig. 4 due to larger Ra. Large stratification is responsible for 
reducing advection across the orifice but increases orifice con
duction. As seen below, the net effect is to decrease the mean 
heat transfer at the cooled wall. From Fig. 5, we also note the 
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Fig. 4 Cooldown. Evolution of stream-function, temperature, and pure-
conduction temperature distributions for A = 2, Ra = 104, and Bi = 8. The 
values of r are: (a) 0.0058, (b) 0.029, (c) 0.147, (d) 0.296, (e) 0.851 (steady 
state). 

formation of a second cell of weak circulation (Fig. 5c?) as a 
result of the horizontal temperature gradients at the cooled 
wall that are concentrated near the orifice. 

By inspecting the isotherms at the cooled wall in both Figs. 
4 and 5, we see that horizontal temperature gradients, and 
thus heat transfer, decrease with increased time. This result is 
consistent with the temperature of the thermosyphon ap
proaching zero (the dimensionless temperature of the sur
roundings) as time progresses, which is most evident in Fig. 
5. 

From the foregoing discussion of Figs. 4 and 5, we can make 

Journal of Heat Transfer AUGUST 1993, Vol. 115/625 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) ( b ) 

H~ 

1̂  
1VU^" 

l\; 

C H -

= ; l S ! 7 0 ^ 

— 0.57 — . 

— 0.35 ^ 

— o : a 9 —. 

- 0 . 1 8 N 

(c ) 

X / T 

> 

.... 

! = t=w ——— 0,?l 

! q . o i -

(d) 

x / w 

Fig. 5 Cooldown. Evolution of stream function and temperature dis
tributions for A = 10, Ra = 106, and Bi = 8. The values of r are: (a) 0.0058, 
(b) 0.059, (c) 0.602, (d) 1.41 (steady state). 

some general observations. For early times ("early period," 
Hall et al., 1988), conduction dominates as fluid motion in 
the thermosyphon is weak. Horizontal temperature gradients 
at the cooled wall initiate fluid motion (see Eq. (1)) which, in 
turn, stratifies the temperature field as discussed above. The 
"late period" begins once conduction ceases to dominate. Dur
ing this period of cooldown, fluid motion is down at the cooled 
wall and up in the thermosyphon core. As cool fluid flows 
upward in the core, it loses momentum upon encountering the 
warmer, stratified fluid and, to satisfy continuity, rejoins the 
downflow at the wall rather than passing through the orifice. 
Convective exchange with the reservoir is severely reduced 
because of stratification. With increased time, horizontal tem
perature gradients at the cooled wall decrease due to the re

duced heat transfer with the reservoir and the approach to 
steady state. Fluid motion diminishes as a consequence of this, 
and eventually, motion nearly ceases as the problem again 
becomes conduction dominated. Evidence of this is seen by 
noting the similarities in the temperature gradients at the cooled 
wall for the temperature and the pure-conduction temperature 
graphs in Fig. 4(e). 

Transient Nusselt numbers from the present work are in 
perfect agreement with those of Hall et al. (1988) for the early 
period (Fig. 6). Slight differences are detected for the late 
period because Hall et al. included an impermeable, insulated 
boundary condition instead of the orifice used here. 

Transient heat transfer results for Ra= 106 and 107 are pre
sented in Fig. 7 for all Bi. The use of the ordinate scale Nu *A/ 
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Bi1/2 is motivated by considering heat transfer in the ther-
mosyphon in the limit of large A. In this limit, Nu=M/Bi l / 2 

approaches one as the problem tends to steady state (see the 
appendix, Eq. (A4)). This scale is used for all heat transfer 
results since we are principally concerned with large aspect 
ratios. 

In Fig. 7, heat transfer is seen to decrease with increasing 
time as noted above. With the increase in time, the reduced 
advection outweighs the increase in conduction at the orifice. 
For all cases and all time, we see that heat transfer is within 
10-20 percent of that predicted by one-dimensional conduction 
(Eq. (A4)) which is presumably within the range of uncertainty 
for Bi. There is virtually no difference in heat transfer for the 
two values of Ra (the small differences seen in Fig. la are 
attributed to the expanded scale in this figure) but Bi has a 
profound effect. 

By comparing the results of Fig. 7 with those of Fig. 8 (for 
Ra of 104), we note that increasing Bi and Ra (for Ra< 106) 

3 
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P r e s e n t Work 
Hall e t a l . (1988) 

0 
- 0 . 0 2 0.02 0.06 0.10 0.14 

Dimens ion l e s s Time 
Fig. 6 Cooldown. Comparison of transient Nusselt numbers (Bi infinite) 
with results of Hall et al. (1988). 

reduces TSS. It is apparent that both Bi and Ra play similar 
roles in their effect on the wall temperature, which is the source 
of convection for the problem. This suggests that Bi and Ra 
can be combined in a single expression for the wall temperature 
referred to as the effective Rayleigh number, Raeff. An energy 
balance on the wall gives 

Raeff(T) = 
g/3»^(7V-rw,avg(T)) 

Ra 1 
N U ( T ) 

Bi 
(23) 

Raeff, which is based on the difference between Tr and the 
mean temperature for the cooled wall, can be envisioned as a 
single controlling parameter for this problem. However, since 
the wall temperature is not known a priori (nor is NU(T)), Raeff 

is of little practical use. From Eq. (23), we see that as Bi — oo, 
the problem becomes one having constant wall temperature. 

It is interesting to compare the convection and two-dimen
sional conduction results appearing in Fig. 8. The latter were 
obtained by setting Ra = 0 in the numerical model. For this 
case we choose to compare with two-dimensional conduction 
because the low-Ra cases closely approximate a two-dimen
sional conduction problem because of the weak fluid motion. 
Before the onset of fluid motion, the results for convection 
and conduction are in perfect agreement. After the early pe
riod, the convective Nu becomes greater than that for con
duction as convection commences. This effect is most obvious 
in Fig. 8 for Bi> 1. After further elasped time, with the bulk 
of the thermosyphon approaching the temperature of the sur
roundings, convection nearly ceases and the problem again 
becomes conduction dominated. 

Warmup. Attention is first directed at steady stream func
tion, vorticity, and temperature for A of 10 and Ra* of 104 

and 106 (Fig. 9). For Ra* of 104, the flow is nearly symmetric 
about the thermosyphon vertical midplane and small ^ indi
cates weak circulation. Inspection of the temperature distri
bution shows that the heated wall is isothermal except at the 
very bottom verifying the findings of Hartnett and Welsh 
(1957). The results for Ra* of 106 are in sharp contrast to those 
above, where the thinner boundary layer at the heated wall 
skews the distribution of ^ toward the heated wall (see Fig. 
106). 

Transient mean-wall temperatures from Eq. (21) are pre
sented in Fig. 10 for A of 2 and 20 along with those for two-
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Fig. 7 Cooldown. Transient Nusselt number for large Ra and 4 = 2 (a) 
and A = 10 (b). The curves labeled "1-D Cond." are from Eq. (A4). 
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Fig. 8 Cooldown. Transient Nusselt number for moderate Ra and A = 2 
(a) and 4 = 10 (b). Curves labeled "2-D cond." correspond to Ra = 0. 
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Fig. 9 Warmup. Stream function, vorticity, and temperature distribu
tions for A = 10 and, Ra = 10" (a) and Ra = 106 (b). 

dimensional conduction (Ra* = 0) and the analytical result of 
Goldstein and Eckert (1960) for one-dimensional conduction. 
Also shown are steady temperatures for a uniformly heated 
vertical plate (Bejan, 1984). All cases follow the conduction 
curves until convection begins to contribute to heat transfer. 
For all but Ra* of 104, steady conditions are reached at TSS of 
0.25 or less (for a diode, this is about 12 minutes). We also 
note that TSS decreases sharply with A and with increased Ra*. 
Clearly, the vigorous convection at large Ra* and a more open 
thermosyphon hasten the approach to steady state. For a fixed 
time and Ra*, wall temperatures are seen to increase with A, 
an effect that arises from the increased thermal resistance in 
the thermosyphon with aspect ratio. From Fig. 10, we see that 
for Ra*>105, transient mean-wall temperatures can be ac
curately predicted from the one-dimensional conduction model. 

It is enlightening to compare wall temperatures for the ther

mosyphon with those obtained for a uniformly heated vertical 
plate. From Fig. 10, we note that the two approach each other 
as Ra* increases, and to a lesser extent, as A decreases. For 
Ra* > 105, they are in good agreement for all A. Note that for 
large Ra* and small A, the ratio of the boundary layer thickness 
to width W is very small. The heated flow leaves the ther
mosyphon over an area so small that nearly the entire width 
is open to the relatively slow downflow. From this we can see 
that the influence of the adiabatic wall on the flow is small 
for large Ra* so that heat transfer effectively occurs in a quies
cent medium. 

The results of Fig. 10 are correlated for steady mean-wall 
temperature over the range of Ra* and A shown, 

10; S<V (24) 
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Fig. 10 Warmup. Dimensionless mean-wall temperatures for A of 2 and 
20. Also shown are results for two-dimensional conduction (Ra* = 0), and 
a uniformly heated vertical plate (Bejan, 1984). The results for one-di
mensional conduction, 1 + 2{th)m, ate from Goldstein and Eckert (1960). 

Table 1 

A C0 

2 1.04 
5 1.81 

10 2.86 
20 4.31 

Coefficients 

c, 
-0.428 
-0.793 
-1 .30 
-1 .98 

appearing in 

c2 
0.0624 
0.121 
0.203 
0.312 

Eq. (24) 

c3 
-0.00313 
-0.00632 
-0.0107 
-0.0165 

wherep is the exponent of Ra*, and C, are coefficients (Table 
1). 

Temperatures from Eq. (24) are compared with those of 
Lighthill (1953), Martin (1955), and Hartnett and Welsh (1957) 
in Fig. 11, the latter three works having symmetric heating. 
From the results of Fig. 11, it is clear that asymmetry increases 
mean-wall temperature for all Ra*, which is attributable to 
the fact that the wall adds to the flow resistance but not to 
heat transfer. As discussed above, however, the difference in 
wall temperature between the symmetrically and asymmetri
cally heated cases is quite small for Ra* greater than about 
106. 

Effect of Grid Size. The effect of grid size is addressed by 
refining the grid for one warmup and one cooldown case and 
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Fig. 11 Warmup. Comparison of steady mean-wall temperature with 
results of past works. 
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Fig. 12 Effect of grid size for warmup and cooldown 

comparing with the results from the unrefined grid. In both 
cases the number of nodes was increased by 50 percent in each 
direction and the grid expansion factors adjusted to halve the 
wall-cell dimensions (if the grid were uniform, this would cor
respond to 81 nodes in the x direction). For warmup with A 
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of 5, Ra of 107, and Bi of 8, the mean wall temperatures for 
the unrefined and refined grid cases are nearly indistinguishable 
(Fig. 12a). For cooldown with A of 2, Ra of 106, and Bi of 
8, heat transfer results for the refined grid are only a percent 
or two less than those for the unrefined for small and moderate 
times (Fig. 12b). The steady-state Nusselt number is unaffected 
by grid refinement since, even with the coarser grid, it is in 
good agreement with the analytical solution. 

Conclusions 
We have performed a numerical study of transient laminar 

natural convection in an asymmetrically heated/cooled open 
thermosyphon. The vorticity, energy, and stream function 
equations are solved on a graded mesh using ADI and iteration 
with overrelaxation. 

For cooldown, natural circulation increases for small times 
and then decreases as buoyancy is weakened from reduced 
horizontal temperature gradients at the cooled wall. The cir
culation is predominantly contained within the thermosyphon 
due to the temperature stratification. We demonstrate that 
stratification is caused initially by the circulation in the thermo
syphon, but for later times, it is evidence of a balance between 
vertical conduction at the orifice and advection in the ther
mosyphon core. Stratification is the key to good performance 
of the thermal diode. For Ra>104 , the time-dependent heat 
transfer is predicted to within the range of uncertainty for Bi 
by a closed-form expression for one-dimensional conduction 
that we developed. This model predicts that Nu^Bi 1 / 2 / / l at 
steady state. For Ra< 104 and large T, NU is in good agreement 
with that for two-dimensional conduction. Also from our anal
ysis we find that when convection dominates during cooldown, 
an aspect ratio of 10 is effectively infinite since there is no 
difference between heat transfer results for A of 10 and 20. 

For warmup, transient heat transfer behaves as one-dimen
sional conduction, and, for steady state and Ra* > 105, can be 
approximated as that for a uniformly heated vertical plate. 
Mean wall temperatures increase with A and with decreased 
Ra*. For Ra* > 106, steady state is achieved for a TSS of about 
0.25 or less (corresponding to about 12 minutes for a thermal 
diode). For Ra* of 104, rss approaches 1.6 for A of 20. We 
produce a correlation for steady, mean-wall temperature that 
spans the range 104<Ra* < 107 and 2<A <20. Together with 
the above results for the transient phase of warmup, the cor
relations can be used for modeling the thermal performance 
for a passive heating system that includes thermal diodes. 
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A P P E N D I X 

Analytical Solution for Transient Conduction in a Ther
mosyphon in the Limit of Large Aspect Ratio 

In the limit of large aspect ratio, the temperature distribution 
in the fluid tends toward that for a one-dimensional conducting 
solid for the late period. The dimensionless heat conduction 
equation for this is written as 

36 d2d 
(Al) 

where heat transfer in the -n direction has been lumped. The 
coordinate f is A-%. The boundary conditions and initial 
condition are 

> i f - o - i , a r = 0, 0(f, T = 0 ) = l . (A2) 
t=A 

Using classical methods with superposition, Eq. (Al) is solved 
subject to Eq. (A2) to get the temperature distribution 0(f, r). 

An energy balance on the cooled wall gives the following 
relationship: 

hx[T(t, T)-Ta,] = h({, ^{T^T^. (A3) 

The temperature T(f, T) in Eq. (A3) is evaluated from the 
solution 8(t, T). The mean Nusselt number is obtained by 
integrating h(i, r) in Eq. (A3) over f. Neglecting terms of 
order e"13, where fi = A Bi1/2, we get 

Nu(r)^ _ 8A Bi3 

Bi -s- m> 
" = 0 (2n + l)2 Bi + 

(2n + 1)TT 

2A 

(A4) 

In the steady-state limit, Nu—Bi1/2A4. 
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Three-Dimensional Natural 
Conwection in a Confined Fluid 
Owerlying a Porous Layer 
This paper presents a numerical study of three-dimensional, laminar natural con
vection in an enclosure containing a fluid layer overlying a porous layer saturated 
with the same fluid. The Brinkman-extended Darcy formulation is used to model 
fluid flow in the porous layer as this facilitates the imposition of a no-slip boundary 
condition at the fluid/porous layer interface. The enclosure is heated from one side 
wall and cooled from an opposite wall, while the remaining walls are adiabatic. The 
mathematical analysis is carried out in terms of a vorticity-vector potential for
mulation that ensures the conservation of mass. The governing equations in non-
dimensional form are transformed into parabolic equations by means of a false 
transient method in order to facilitate a solution procedure by an alternating direction 
implicit method. Accuracy of the numerical solutions with respect to uniformly and 
nonuniformly spaced grid points has been tested by performing extensive numerical 
experiments. As expected, it is found that the intensity of free convection is much 
more profound in the fluid layer. The numerical results indicate that penetration 
of the fluid into the porous region depends strongly upon the Darcy and Rayleigh 
numbers. The effect of the ratio of thermal conductivities (porous to fluid regions) 
is to intensify the convection current in the fluid layer. 

1 Introduction 
Experimental and theoretical studies of free convection in 

single-phase fluids and porous media have intensified our re
cent decades. While mathematical analyses of simply defined 
systems involving transport phenomena in rectangular enclo
sures, say, have become well established, there is a need to 
simulate the behavior of more realistic and complicated systems 
both that occur naturally and that are engineered. Essentially, 
this entails solving the equations that govern the transport 
phenomena subjected to a wider range of boundary conditions. 
This has enabled free convection phenomena to be studied in 
systems consisting of composite porous media or composites 
of fluid and porous layers, heterogeneous porous media, and 
systems with irregular boundaries. In this work we are con
cerned principally with buoyancy-driven transport phenomena 
in a composite system consisting of a fluid layer and a porous 
medium saturated with the same fluid contained within a three-
dimensional enclosure. This system is of interest not only from 
a mathematical point of view, but results of the work can be 
applied to the processes of heat, mass, and momentum transfer 
in bulk stored grains, thermal energy storage, and the analysis 
of the performance of thermal insulation materials. 

Although there is a large number of applications of confined 
fluid/porous layer systems, they have received little attention 
in the literature, and the work published to date appears to be 
confined to systems that are two dimensional. Nield (1977) 
presents stability criteria in systems consisting of superposed 
porous and fluid layers. Numerical studies of free convection 
have been performed by Poulikakos et al. (1986) and Chen 
and Chen (1988) for the case of a fluid layer on top of a porous 
layer. Their analysis is based on the assumption that Darcy's 
empirical law (1856) applies in the porous region, and that the 
Beavers-Joseph (B-J) (1967) condition is satisfied at the in
terface of the overlaying fluid and porous layer. As a result 
of numerical studies Pillatsis et al. (1987) and Taslim and 
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Narusawa (1989) concluded that no significant improvement 
is gained by making use of the generalized B-J condition pro
posed by Jones (1973), which relates the slip velocity at the 
porous layer/fluid interface instead of using the standard B-
J condition. An alternative formulation of the boundary con
ditions at the interface is the Brinkman-extended Darcy model 
(1947), which preserves continuity of all components of ve
locity at the interface. Nishimura et al. (1986), Beckermann 
et al. (1987, 1988) and Sathe et al. (1988) have made use of 
this boundary condition in their studies of two-dimensional 
natural convection in rectangular enclosures containing a 
porous/fluid composite. Beckermann et al. (1988) conducted 
a series of experiments in rectangular enclosures with aspect 
ratios sufficiently high for the flow to be assumed two di
mensional in which they demonstrated good agreement be
tween measured and numerically predicted temperature and 
flow fields. 

The above studies on natural convective heat and mass trans
fer phenomena in enclosures containing fluid and porous layers 
have been limited to two-dimensional geometries. This is be
cause the mathematical descriptions of two-dimensional sys
tems are particularly simple and they give rise to tractable 
numerical solutions, and for some geometries they yield a 
reasonable approximation to three-dimensional systems. Lack 
of readily available computing power has also no doubt been 
a factor in limiting theoretical studies to two-dimensional sys
tems. However, natural convection in a confined system is 
inherently three-dimensional and improved access to com
puters of sufficient capacity now permits us to simulate the 
heat and mass transfer processes in systems with three-dimen
sional geometries. Studies on three-dimensional systems con
sisting of either a single-phase fluid or a saturated porous 
medium have been performed by Chorin (1967), Aziz and 
Heliums (1967), Williams (1969), Hirt and Cook (1972), Hoist 
and Aziz (1972), Mallinson and de Vahl Davis (1973, 1977), 
Ozoe et al. (1976, 1990), Daiguji (1978), Chan and Banerjee 
(1979a, 1979b), Home (1979), Raul et al. (1990), and Fusegi 
et al. (1991). 

The present study aims to extend the above work and in-
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Fig. 1 Physical model and coordinate system 

vestigate natural convection in a three-dimensional composite 
system. The Darcy model, extended by Brinkman (1947), is 
used to describe transport phenomena in the porous domain 
that result in no slip at the impermeable walls, and it permits 
continuity of the velocity to be imposed at the porous medium/ 
fluid interface. There are sound theoretical and empirical ar
guments for adopting this formulation (cf. Chan et al., 1970; 
Neale and Nader, 1974). The equations that govern the trans
port phenomena in the fluid and porous layers are coupled by 
matching the temperature, heat flux, velocity components, and 
stresses at the interface. The transport equations are formu
lated in terms of derived variables such as vorticity and a vector 
potential first proposed by Aziz and Heliums (1967) as a means 
of obtaining numerically efficient and stable solutions for three 
dimensional systems. In this paper, the set of coupled, non
linear PDEs that governs the behavior of the system is solved 
by the false transient method proposed by Mallinson and de 
Vahl Davis (1973). This method is well suited to determining 
steady-state solutions. 

In the numerical procedure, the governing equations in non-
dimensional form are discretized by replacing the spatial de
rivative with a three-point difference approximation, which 
incorporates nonuniform mesh sizes that minimize the amount 
of computational intensity. The resulting finite difference 
equations are then solved by the Samarskii-Andreyev (1963) 
alternating direction implicit method, which was developed for 
solving parabolic and elliptic equations in two- and three-
dimensional geometries. In this paper we investigate the effects 
of mesh size and the geometric disposition of the nodes on the 
convergence and accuracy of the solution. In discussing free 
convective phenomena in composite systems confined in a three-
dimensional enclosure, we focus on the effects of two impor
tant numbers, namely the Darcy and Rayleigh numbers, and 
also the ratio of thermal conductivities of the porous and fluid 
layers. 

2 Analysis 

2.1 Governing Equations. The composite system consid
ered in this paper consists of a horizontal porous bed situated 
below a horizontal fluid layer as shown in Fig. 1. The direction 
of gravity is along the x' axis while the y' and z axes are 
taken in the horizontal plane. The porous medium is assumed 
to be macroscopically homogeneous and isotropic, and the 
solid and fluid phases are deemed to be in local thermal equi
librium. The interface is considered to be permeable so that 
the fluid can flow from one layer to the other. Two opposing 
surfaces of the enclosure are taken as being isothermal, having 
temperatures T'h and T'c such that T'h > T'c, thus giving rise to 
the phenomenon of free convection within the cavity. The 
remaining surfaces are taken to be perfectly thermally insu
lated. The fluid in the system is incompressible and the physical 
properties are assumed to be constant. Boussinesq's approx-

N o m e n c l a t u r e 

Arx 

Arz 

= H/L = aspect ratio in 
x' direction 

= W/L = aspect ratio in 
z direction 
Df/L 

Re 

T' 
U, V, W 

Df 

Da 
g 

"min 

H 

«. J. k 

K 

L 

Nu„„ 

Nu„„2rf 

Nux(;c) 

Nu(x, z) 
Nuz(z) 

p' 
Pr 
Ra 

_ depth of fluid layer from 
upper surface, m 

= Darcy number 
= acceleration due to grav

ity, m/s2 

= minimum spatial grid 
distance 

= height of the enclosure, 
m 

= unit vectors in x', y', 
and z directions 

= permeability of porous 
layer, m2 

= length of enclosure in y' 
direction, m 

= overall average Nusselt 
number 

= average Nusselt number 
corresponding to two-di
mensional model 

= average Nusselt number 
in x direction 

= local Nusselt number 
= average Nusselt number 

in z direction 
= pressure, Pa 
= Prandtl number 
= Rayleigh number 

V 

V 
w 

x,y, z 

x',y', z 
a 

P 

At 
AT' 

fl> ?2> tl 

f 

r' 
e 
K 

V-
V 

ratio of thermal conduc
tivities of porous and 
fluid layers 
temperature, K 
dimensionless velocity 
component in x, y, and z 
directions 

= dimensionless velocity 
vector 

= velocity vector, m/s 
= width of the enclosure, 

m 
= nondimensional coordi

nates 
= coordinates, m 
= thermal diffusivity, m2/s 
= coefficient of thermal 

expansion, K_ 1 

= dimensionless time step 
= temperature difference, 

K 
= x, y and z components 

of nondimensional vor
ticity 

= dimensionless vorticity 
vector 

= vorticity vector, s _ 1 

= dimensionless tempera
ture 

= thermal conductivity, 
W/m-K 

= viscosity, kg/m-s 
= viscous diffusivity, m2/s 

* ' = 
V = 

p = density of fluid, kg/m3 

p0 = density of fluid at refer
ence temperature, kg/m3 

^i . ^2, ^3 = x, y, and z components 
of nondimensional vec
tor potential 

i/-2rf = nondimensional stream 
function for two-dimen
sional model 

* = nondimensional vector 
potential 
vector potential, m2/s 
dimensionless gradient 
operator = i (d/dx) + j 
(3/9y) + k (d/dz) 

V ' = gradient operator = i 
(d/dx') + j (d/By') + k 
(d/dz'),/?!-1 

V2 = dimensionless Laplacian 
operator = (dVdx2) + 
(d2/dy2) + ( d W ) 

V ' 2 = Laplacian operator (d2/ 
dx'2) + (d2/dy'2) + (d2/ 
dz'2), m" 2 

• = dot product 
x = cross product 

Subscripts 
c 
f 
h 
n 
P 

t\, a 

cold wall 
fluid layer 
hot wall 
normal component 
porous layer 
tangential components 

632/Vol . 115, AUGUST 1993 Transactions of the ASME 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



imation that assumes changes in density affect only the buoy
ancy term in the momentum equations deemed to be valid. 
The partial differential equations that govern free convection 
in a composite system consist of a mass balance, a force bal
ance, and a thermal energy balance in each layer. For the fluid 
layer, they are in order as follows: 

V ' - V / = 0 , (1) 

PV • V ' V ; = V V + M / V
 l2\}-igPop(T} - 77 ), (2) 

Vf'V'T}=afv'2Tf. (3) 

The corresponding equations for the porous layer are 

V ' . v ; = 0 , (4) 

V'p' pV^-V VP 

+ fipV'2Vp-igPol3(Tp 

Vp'\7'Tp=apV'^' 

K (5) 

V (6) 
In the case of the porous layer, while quantities such as tem
perature, velocity, and so on are defined at points throughout 
the layer, they do in fact refer to locally averaged values. All 
the symbols are defined in the nomenclature. 

It should be noted that jxf and np are different from each 
other, and there is clearly a requirement to develop a suitable 
relation between them. Attempts in this direction have been 
made by Lundgren (1972), Koplik et al. (1983), and Kim and 
Russel (1985) to derive expressions for the effective viscosity 
in terms of the properties of the porous domain. In this study, 
we consider /x/, = /x/in Eq. (5) as Neale and Nader (1974) argue 
that it provides good agreement with experimental data, and 
this is supported by the observations of Beckerman et al. (1988). 

The pressure term in the momentum equation can be elim
inated by defining a vorticity vector as 

f' = V ' x V , (7) 

and by expressing a vector potential as 

V ' = V ' X ^ ' . (8) 

The continuity equation is automatically satisfied as the di
vergence of the curl of any vector field is zero. Nondimen-
sionalization can be performed by making use of the following 
nondimensional variables: 

V = I V ' , V = V '/(a/L), r = f ' / ( a / / X 2 ) > 

* = *'/af, e = ( r ' - 7 ,
c ' ) / A 7 w . (9) 

By defining these equations separately for each domain and 
taking the curl of the momentum Eq. (2) and (5), and after 
some algebraic manipulation, the resulting equations in non-
dimensional form are obtained in each layer as follows: 

Fluid layer. 

V x ( f f x V f ) = P r V 2 f f - R a P r V X ( i e / ) , (10) 

f f = - V 2 * , , (11) 

V f V 0 / = V20/( (12) 

\p.vdp=Rcv2ep. 

Porous layer: 

V X ( f , x \ p ) = P r V 2 r p - R a P r V X (idp)-(Pr/Da)fp, (13) 

(14) 

(15) 

The physical parameters Da, Pr , Ra, and Re are defined as 

Da = K/L2, Pr = vf/af, Ra = g<3A7wL3/V/o:/, RC=KP/KJ, 

(16) 

in which Da, Pr , and Ra are, respectively, the Darcy, Prandt l , 
and Rayleigh numbers while Re is the ratio of thermal con
ductivities of porous and fluid layers. 

2.2 Boundary Condi t ions . The above problem is com
pletely defined by specifying the boundary conditions of the 
three-dimensional region bounded by the. planes x = 0, Arx; 
y = 0, 1, and z = 0, Arz. Hirasaki and Heliums (1968) and Rich
ardson and Cornish (1977) discuss at some length the appro
priate boundary conditions on these planes. They show that 
on each of the surfaces the components of the vector potential 
must satisfy 

dn ' 
= 0 , ^ 1 = ^ 2 = 0, (17) 

where the subscript n indicates a normal component while t\ 
and tl represent tangential components of orthogonal coor
dinates. 

As in the more familiar two-dimensional case, there exist 
two ways of obtaining the vorticity at the boundaries: the first 
is to obtain it directly from the velocity gradients, and the 
second is to derive it from the vector potential . The second 
approach is employed here as suggested by Mallinson and de 
Vahl Davis (1973); hence at the walls the vorticity is obtained 
from the following relations: 

r„ = 0, f,! = 
c>V/i 

" dn2' 
$a~-

d2fe 
" dn2' 

(18) 

The boundary conditions imposed on the temperature field 
are as follows: 

dd 
— = 0 on x=0 and Arx, 
dx 

6=1—y on y = 0 and 1, 

df) 
— = 0 on z = 0 and Arz. 

(19fl) 

(19b) 

(19c) 
dz 

Having described the boundary conditions at the peripheries, 
we must now examine the matching conditions at the fluid/ 
porous interface. At the interface x = Df, the temperature field 
is assumed to be cont inuous. However, the boundary condi
tions for vorticity and vector potential cannot be specified 
directly and must be derived from matching conditions of 
velocity and stress components at the interface. At the inter
face, matching conditions for temperature, velocity and stress 
components are as follows: 

0f=0P> 

dx dx' 

Uf= Up, 

Vf= Vp, 

wf= wp, 

duj dup 

dx dx' 

dUf dv/ dup dvp 

dy dx dy dx' 

dUf d\Vf dUp dwp 

dz dx dz dx' 

(20a) 

(20b) 

(20c) 

(20c?) 

(20e) 

(20/) 

(20g) 

(20/;) 

Using Eq. (20c)-(20h) and followed by some algebraic ma
nipulation, the matching conditions at the interface x = Df'm 
terms of vorticity and vector potential components can be 
obtained as follows: 

J W P , (21a) 

*kj.ht (216) 
dx dx 

*f = * P , (21c) 

d*, d* p 

dx dx' 
(2\d) 
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With the description of boundary conditions, the statement of 
the problem is now complete and the solution procedure is 
given in the following section. 

3 Numerical Solution Procedure 
The mathematical complexity of the equations governing a 

multidimensional flow suggests that solutions of the equations 
must be sought numerically. Discretized forms of Eqs. (10)-
(15) can be solved by a method requiring a double iterative 
procedure because they are coupled and elliptic. However, 
there is a considerable amount of evidence in the literature 
(e.g., Mallinson and de Vahl Davis, 1973, 1977; Ozoe et al., 
1976), that suggests an alternating direction implicit method 
is well suited to solving nonlinear parabolic differential equa
tions. This method can be implemented by transforming the 
governing equations into parabolic form by adding a false 
transient term as described in detail by Mallinson and de Vahl 
Davis (1973). Solutions of the transformed equations are ob
tained by employing a nonuniform grid that enables one to 
consider more grid points near the periphery of the system to 
predict the flow and temperature fields accurately, particularly 
at high Rayleigh numbers. The resulting finite difference equa
tions are solved by the alternating direction implicit method 
(ADI) proposed by Samarskii and Andreyev (1963), which is 
a somewhat modified form of the original ADI scheme pro
posed by Peaceman and Rachford (1955). Application of the 
ADI scheme produces a system of linear algebraic equations 
with a tridiagonal matrix in each direction and that can be 
solved efficiently by the Thomas algorithm (1949). 

In each iteration, the process of numerical integration for 
every dependent variable is started from the upper horizontal 
surface and proceeds downward using the finite difference 
form of the fluid layer equations until the grid point situated 
immediately above the horizontal interface x = Djis reached. 
In the next process, the finite difference form of the porous 
layer equations is used to advance the solution process from 
the grid points located immediately below the interface up to 
the lower horizontal surface. Again the value of the dependent 
variables at the interfacial grid points is obtained using the 
matching conditions at the interface. Combination and dis
cretization of the matching conditions for each variable yield 
an algebraic equation for that variable to determine at the 
interfacial grid points in terms of the immediate neighboring 
points in both the fluid and porous regions. 

Special care is needed in the numerical computation to spec
ify a time step, At, that is sufficiently large to enable a steady-
state solution to be obtained as rapidly as possible, yet small 
enough to avoid instabilities. To present it in a form suitable 
for the computation, it is set at 

At = stabr'h2
min, (22) 

where 'stabr' is a parameter determined by numerical exper
imentation in order to achieve convergence and stability of the 
solution procedure and hmin is the value of the minimum spatial 
grid distance. Numerical experiments show that solutions for 
Ra= 104 and 105 are readily obtained when 'stabr' assumes a 
numerical value of 3.0. The corresponding values of the false 
transient parameters required in the temperature, vorticity, and 
vector potential equations are 5.0, 0.1, 1.0 in the fluid layer; 
the corresponding values in the porous layer are respectively 
5.0, 2.5, 25.0. However, for Ra= 106 numerical observations 
have revealed that a numerical value of 0.5 is suitable for 'stabr' 
and 5.0, 0.05, and 0.5 for the false transient parameters in the 
temperature, vorticity, and vector potential equations pertain
ing to fluid layer and 5.0, 0.5, and 5.0 for porous layer. 

To achieve the steady-state solution, the solution procedure 
can be marched in two ways. The first method involves solving 
for the temperature field, the updated values of which are used 
in the equations that govern the vorticity, which in turn may 

be used to update the vector potential and velocity fields. The 
updated velocity field is then used in the discretized thermal 
energy balance and the iteration proceeds until all the fields 
approach steady state. The second method involves solving for 
the temperature and vorticity fields and then iterating the vec
tor potential field until it approaches steady state. The resulting 
updated velocity field is then used in the energy balance equa
tion and the procedure iterated until all of the variables have 
attained steady-state values. We observed that the first pro
cedure used slightly less CPU time than the second, and it was 
therefore the one adopted in this study. In the cases in which 
Ra=104 and 105 the process of pseudo-time marching was 
continued until each of the variables changed by less than one 
part in I05 per iteration. When Ra= 106 this was found to be 
practically too stringent, and the convergence criteria imposed 
in.this case were such that the temperature, vector potential, 
and vorticity fields were constant to within one part per 5 x 105, 
5 x 104, and 5 x 103, respectively. 

Numerical experiments were performed to examine the ef
fects on the accuracy of the solutions of uniform and non
uniform grids. Initially the experiments were performed on a 
desk-top microcomputer that had four megabytes of memory, 
a CPU frequency of 33 MHz, and an 80386 coprocessor. For 
Rayleigh numbers of 104 and 105 it was found that steady-state 
solutions for systems consisting 21 x21 x21 mesh points can 
be obtained within 4 to 5 hours. Ultimately, solutions were 
obtained for systems with nodes on a 33 x 31 x 29 mesh using 
a Cray Y-MP Supercomputer on which the required CPU times 
are between 2300 to 9800 seconds depending on the value of 
the Rayleigh and Darcy numbers. By taking a smaller spacing 
between grid points near the boundaries, the nonuniform grid 
spacing ensures better results because steep temperature gra
dients occur close to the walls as well as at the porous/fluid 
layer interface. It also minimizes the computational time for 
a given degree of accuracy. The approach to a grid independent 
solution was tested by running the computer program by taking 
40 x 35 x 35 grid points by making mesh sizes more refined at 
the boundaries and at the interface. 

The overall heat transfer rate in terms of a conduction-
referenced average Nusselt number is defined as 

Da = 1(T4 Da = llT1 Da = I0" 

Da = 10"3 Da = 10"3 D a = 10" 

Fig. 2 Isotherms for Re = 1 on the plane z= 0.5; (a) Ra = 10", (b) Ra = 105, 
and (c) Ra = 106; three-dimensional, • • • two-dimensional 
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Nuw = 
overall heat transfer rate 

heat transfer by conduction in the entire enclosure filled by fluid only 
(23) 

In terms of the nondimensional variable defined in Eq. (9) and 
(16) it can be written as 

1 rArz f-Arx 
Nu„„ = - — — I Nu(x, z)dxdz, (24) 

1/VJn Jn ArzAr__ „ 
where Nu (x, z) is the local Nusselt number defined as 

r 

Nu(x, z) = - < 

ddj-

dyf 

I 
2 

, when 0<x<Df; 

dy 
l + Rc-

dy 
when x = D, '/> 

dd„ 
Re -~, when Dj<x<Arx. 

(25) 

Numerical experiments were performed to determine the 
effect of grid size on the convergence of the numerical solu
tions. It was observed that overall changes in the average Nus
selt number on the hot wall as the number of grid points 
increases from l l x l l x l l to33x31x29 are approximately 
6, 16, and 6 percent corresponding to Ra= 104, 105, and 106, 
respectively, whereas the z component of vector potential 
changes by 14,23, and 90 percent. It was found that the average 
Nusselt number at Ra=106 does not change monotonically 
with change in the mesh size. This is a result of the inaccurate 
computation of the temperature field, particularly at the 
boundaries as a result of the steep temperature gradients in 
these regions. When the grid mesh was changed from 
21x21x21 to 33x31x29 the variables change by approxi
mately 5 percent in the case of the Ra = 104 and 10s. However, 
the average Nusselt number and z component of the vector 
potential change by 11 and 22 percent for Ra = 106. This clearly 
indicates that the number of grid points in the solution domain 
has a strong effect on the accuracy of the numerical results, 
particularly when the Rayleigh number is high. It follows that 
a fine mesh size is necessary for sufficient numerical accuracy 
at high Rayleigh number. It is commonly observed that the 
average Nusselt number is less sensitive in comparison to the 
minimum value of the z component of vector potential. The 
average Nusselt number and z component of vector potential 
obtained by taking 40 x 35 x 35 grid points differ by 1 and 0.3 
percent from the values corresponding to 33 x 31 x 29 mesh 
points, which indicates an approach to a mesh-independent 
solution. 

The accuracy of the model, as well as the numerical pro
cedure, is also tested by obtaining the overall average Nusselt 
number on the cold wall by employing a mathematical expres
sion similar to Eq. (24). It was observed that the agreement 
between the average Nusselt numbers on the hot and cold walls 
is good because the differences in their values are less than 1 
percent in the case of Ra= 104 and 3 percent for Ra= 105 and 
106. Inspection of the computed results revealed that differ
ences in the two overall average Nusselt numbers can be min
imized by increasing the number of the grid points in the 
domain. 

5 Results and Discussion 
In a system consisting of a single-phase fluid convecting 

naturally in an enclosure, the flow regime is completely defined 
by four dimensionless parameters, namely Pr. Ra, Arx, and 
Arz. In the case of the composite system considered here we 
have to also consider the additional parameters Da, Df, and 
Re. This greatly increases the scope of the analysis, and in this 
study we focus principally on three parameters, namely Da, 

Ra, and Re while holding other parameters constant. In the 
present study these parameters are given the following nu
merical values: 

Pr = 0.71, Arx= 1.0, ^ = 1 . 0 , and Df=0.5, 

which correspond to the flow of the fluid air in a cube-shaped 
enclosure divided by fluid and porous regions. 

In order to present some validation of the three-dimensional 
solutions, we compare them with corresponding and compar
atively well investigated (e.g., Nishimura et al., 1986) solutions 
for the two-dimensional case. Because the planes x = 0 and 
Arx,z = 0 and Arz are adiabatic and the temperature difference 
is imposed between they = 0 and 1 planes, the physical variables 
change most significantly in the y direction and in the x di
rection as a result of buoyancy forces. For this reason the 
isotherms in Fig. 2 are plotted in the plane z = 0.5 for the three-
dimensional case and compared with those computed for the 
two-dimensional case in which the same grid size was em
ployed. It can be seen that agreement between the two cases 
is excellent. It seems that computed results obtained from the 
three-dimensional formulation assure the correctness of the 
extension of matching conditions at the fluid/porous layer 
interface in the three-dimensional case. Natural convection 
clearly becomes much stronger as Ra increases from 104 to 106, 
as evidenced by the steep temperature gradients in the fluid 
phase adjacent to the cold wall when Ra= 106, for example. 
As the Darcy number increases from 10"5 to 10"3 it is observed 
that free convective effects also make a more significant con
tribution to heat transfer in the porous layer. These phenom
ena, reflected in the z components of the vector potential, 
indicate higher free convective activity at higher Rayleigh and 
Darcy numbers. When the Rayleigh number is large, thermal 
boundary layers developed near the hot and cold walls become 
thinner as the Rayleigh number is increased. 

In Fig. 3, the temperature field and the z component of the 
vector potential are shown for Da=10~5 and Ra=105 for 
different values of Re. Increasing the value of Re clearly results 
in thermal conduction dominating heat transfer in the porous 
layer, while convection continues to dominate in the fluid layer. 

The temperature fields are readily visualized from Fig. 4. It 
shows dimensionless isothermal surfaces on spacings of iso
thermal temperature difference of 0.2 for a range of Rayleigh 
numbers. A comparative view of the figures indicates that 
isothermal surfaces are dense near the hot and cold walls at 
Ra = 105 and 106 as a consequence of the increase in the buoy
ancy forces associated with increasing Rayleigh number. It can 
be seen that isothermal surfaces are symmetric about the plane 
z = 0.5. Patterns of isothermal surfaces also suggest that var
iation in temperature in the z direction is more pronounced in 
the fluid region compared with the porous region. This vari
ability is somewhat more apparent when Ra=105 and 106, 
which suggests that the three dimensionality in the fluid motion 
cannot be overlooked at large Rayleigh numbers. Isothermal 
surfaces shown in Fig. 4 suggest that fluid motion must be 
intensified somewhat more at the midplane z = 0.5 and that 
can be confirmed by Tables 1 and 2 as the minimum value of 
the z component of the vector potential lies on this plane in 
all the cases considered here. 

An efficient method for visualization of flow phenomena is 
by means of plotting streaklines, i. e., the paths traced by track
ing particles in the fluid. One disadvantage of this method is 
that many streaklines are required to have a clear view for a 
single flow system. In the cavity, the coordinates of the particle 
at successive locations were obtained as follows: An initial 
location for the particle was selected and if the particle is not 
located at a grid point, the velocity components are determined 
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Table 1 Effect of grid points on the computed results 

Grid points ft(min) 

\ a 

6 

4 
— o.6 -y/j 
111 

Iff 
Fig. 3 Temperature fields and z component of vector potential on the 
plane z = 0.5 when Ra = 105 and Da = 10 ~5; (a) fie = 5.0, (6) fie = 10.0 

*-0-+Y _0-»Y 

(a) (b) 

(c) (d) 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

40x35x35 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

llxllxll 

21x21x21 

33x31x29 

1.'605 

1.556 

1.538 

1.524 

1.468 

1.433 

1.515 

1.457 

1.429 

4.105 

3.844 

3.665 

3.618 

3.774 

3.408 

3.233 

3.725 

3.349 

3.173 

6.146 

7.526 

6.563 

6.096 

7.077 

6.307 

6.090 

7.020 

6.269 

-3.241 

-2.980 

-2.927 

-3.099 

-2.825 

-2.693 

-3.082 

-2.806 

-2.659 

-9.358 

-7.982 

-7.804 

-7.826 

-8.935 

-7.505 

-7.292 

-8.869 

-7.427 

-7.203 

-24.97 

-16.73 

-13.48 

-24.88 

-16.03 

-13.07 

-24.85 

-15.95 

-13.04 

Table 2 Comparison of the minimum of ip3 and average Nusselt number 
on the plane z=0.5 with corresponding two-dimensional model values 
when fie = 1.0 

Nu (z) Nu„, ft(min) fei(min) 

Fig. 4 Isothermal surfaces for Da = 10"5 ; (a) Ra = 10", flc = 
Ra = 105, fic = 1.0;(c) Ra = 105, fic = 10.0; (d) Ra = 106, flC=1.0 

1.0; (b) 

1.585 

1.477 

1.460 

3.815 

3.355 

3.293 

6.711 

6.465 

6.447 • 

1.654 

1.550 

1.535 

3.816 

3.377 

3.322 

6.942 

6.470 

6.428 

-2.927 

-2.693 

-2.659 

-7.804 

-7.292 

-7.203 

-13.48 

-13.07 

-13.04 

-3.097 

-2.839 

-2.802 

-7.992 

-7.438 

-7.344 

-14.24 

-13.45 

-13.36 

by a second-order interpolation method. The coordinates of 
the particle at a subsequent location in a small time interval 
were computed using a modified Euler method. The velocity 
components at this point were again obtained by interpolation. 
The process was repeated until sufficient locations of the par
ticle were obtained. Figure 5 illustrates streaklines correspond
ing to Rc= 1.0, and it can be seen that they are closed as a 
result of the continuity condition V • V = 0 and that the velocity 
components vanish at the boundaries. The figure indicates the 
three dimensionality of the flow field. It must be pointed out 
that in our numerical calculations it was not always possible 
to obtain closed streaklines, even with smaller time steps. An 
inappropriate time step can result in the streaklines terminating 
at a boundary. Figure 5 indicates that the streakline for the 
case when Ra=10 and Da = 10~4 does not follow the same 

path during successive motion toward the center of the cavity, 
but does so only on each second traverse. This is not the case 
when Ra = 104 when the streaklines retrace their paths on each 
successive path to the center of the cavity. In our studies it 
was noted that the fluid motion occurs predominantly in the 
fluid layer, and as expected, the motion is symmetric about 
the plane z = 0.5. 

Values of Nu(x, z), a parameter used to estimate the local 
rate of heat transfer, on the plane y = 1 are displayed in Fig. 
6. It is observed, for example, that when Ra= 104 the local 
Nusselt number in the porous layer tends to increase as the 
Darcy number increases, as may be expected because of the 
more vigorous fluid flow in this region. Furthermore, the Nus
selt numbers are highest when z = 0.5, which is farthest from 
the wall region where the flow is somewhat damped. The local 
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o-~z (a) 

Fig. 5 Streaklines through the points (0.5, 0.5, 0.05) and (0.5, 0.5, 0.95) 

for Ra = 105and Da = 10-" 
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Fig. 6 Local Nusselt number on the plane y = 1.0 for Re = 1.0; (a) Ra = 10"; 
(6)Ra = 105, and(c) Ra = 106 

Nusselt number in the fluid layer is, by contrast, relatively 
insensitive to the Darcy number, indicating that the heat trans
fer mechanism in the porous layer does not strongly influence 
that in the fluid layer. This is perhaps not too surprising, as 
we have already noted that conduction plays a dominant role 
at this relatively low Rayleigh number. When the Rayleigh 
number is set at 105 and 106 the local Nusselt numbers are 
much higher, and the fluid phase contributes significantly to 
heat transfer. The local Nusselt numbers in the porous layer 
are again relatively insensitive to the Darcy number. 

In the case of a three-dimensional system, it is also useful 
to compute the average Nusselt number in vertical and hori
zontal directions by using the following relations: 

1 r"rz 
Nu*(x)=—— Nu(x, z)dz, 

Nuz(z) 
An J 

Nu(x, z)dx. 

(26) 

(27) 

Figure 7 shows the effects of the Rayleigh and Darcy num
bers on the mean Nusselt number, Nux(x). At the top of the 
heated wall of cube, y = 0, the values of NIU^JC) are approx
imately equal with a value of 0.61, from which value they 
increase. Their values are clearly much higher for the cases 

3 

H - B R a , io 6 ,Da = 10'' 

ffi - ffi Ra = io 6 ,Da = io ' J 

- I - - - •- • + Ra = l0G ,Da = 10 6 

A A Ra = 105, Da = 103 

» • Ra = l0 5 .Da = 10" 
@ # Ha - !o 5 . Da = 10 s 

V V Ra= 10 J ,Da= 103 

D ED Ra = i o \ Da = 10" 
G - G Ra - 10'\ Da= 10"5 

(b) 

X 15 
P 

25 

8 & R a . 
® - f f l Ra = 

H 1- Ra = 
A A Ra = 
• • Ra = 
@ ® Ra = 

V V Ra = 
• -£] Ra = 
G O Ra = 

10b 

10b 

10* 
10'J 

10h 

w'J 

10J 

104 

io-

Da = 1 

Da = 1 
D a . 1 

D a . 1 
D a . 1 
D a . 1 
D a . 1 

Da . 1 
D a . 1 

k^. ^ J 

^ 

~'*"*»"-fa—S--: 

— = ^ y ; Fig. 7 Average Nusselt number, Nuxfx) for Rc= 1; (a) y = 0 and (b) y = 1 

when Ra= 106 in the fluid region near the interface, indicating 
that the temperature gradients are becoming steepest in this 
region at the high Rayleigh number. We also observe that 
Nux(x) decreases in the fluid region and increases in the porous 
region as Darcy number increases. In the case when Ra= 104, 
conduction is far more important; hence the values of Nux(x) 
are more uniform. On the cold wall, y = 1, the flow field results 
in much steeper temperature gradients in the fluid phase, hence 
the higher values of Nux(x), particularly at higher Rayleigh 
numbers. At the highest Rayleigh number, and when Da = 10~3, 
Nux(x) is clearly higher than when Da= 10~4 and 10~5. In the 
latter two cases, the flow fields in the porous layer have a 
minimal influence on the rate of heat transfer. 

Average values of the Nusselt numbers are tabulated in Table 
2 on the plane z = 0.5, and compared with those calculated for 
the two-dimensional case. The values for the three-dimensional 
cavity are consistently lower than those for the two-dimen
sional cavity, as are minimum values of the vector potential, 
\p3, and \p2d- This leads us to conclude that the rate of heat 
transfer and intensity of the flow in the three-dimensional 
model is less in comparison to the two-dimensional model, 
almost certainly as a result of viscous drag on the side walls. 

6 Conclusions 
This paper has examined laminar free convective flows in a 

three-dimensional enclosure containing a fluid overlying a po
rous medium. The Brinkman-extended Darcy model is used 
to analyze the fluid flow in the porous domain. The vorticity-
vector potential formulation is used to simulate the momentum 
equations in both regions. The governing equations are solved 
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using a finite difference method by incorporating the finite 
difference approximations expressed in terms of unequal in
tervals between grid points in order to consider the behavior 
of steepest gradients at the walls and at the interface. Numerical 
experiments clearly suggest that refinement of the mesh size 
is necessary, particularly at the boundaries and the interface 
at higher Rayleigh numbers. The effect of buoyancy forces is 
always more profound in the fluid layer compared to a porous 
medium. The variations in the flow and temperature fields 
depend strongly upon the Rayleigh and Darcy numbers. For 
a fixed Rayleigh number, the rate of flow penetration from 
the fluid region to the porous region is strongly dependent 
upon Darcy number. Simulation processes at every level, i.e., 
isothermal surfaces, velocity vector plots, and streaklines clearly 
indicate the three dimensionality of the transport phenomena, 
and this becomes more pronounced at higher Rayleigh number. 
Three dimensionality is much stronger in the fluid region than 
in the porous medium. The effect of end walls due to three 
dimensionality depends mainly on the Rayleigh number. 
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Three-Dimensional Free 
Convection in a Long Rotating 
Porous Box: Analytical Solution 
A three-dimensional analytical solution to the steady-state free convection problem 
in a long rotating porous box is presented for large values of the porous media 
Ekman number. The convection results from differential heating of the horizontal 
walls leading to temperature gradients orthogonal to the centrifugal body force. 
The solution to the nonlinear set of partial differential equations was obtained 
through an asymptotic expansion of the dependent variables in terms of two small 
parameters representing the reciprocal Ekman number in porous media and the 
aspect ratio of the domain. The results are focused towards the Coriolis effect on 
the flow. Secondary circulation was obtained in a plane orthogonal to the leading 
free convection plane. The results show that the Coriolis effect on free convection 
is controlled by a combined dimensionless group representing the ratio of the cen
trifugal Rayleigh number to the porous media Ekman number. 

1 Introduction 
Free convection in porous media is of practical interest in 

geophysics and engineering. Heat transfer in geothermal sys
tems, the flow of magma in the earth mantle close to the earth 
crust, and the insulation technology and transport phenomena 
in rotating porous beds may serve as examples. Among the 
engineering applications of rotating flow in porous media, one 
finds the food process industry, chemical process industry, and 
centrifugal filtration processes. More specifically, packed-bed 
mechanically agitated vessels are used in the food process in
dustry and the chemical engineering industry in batch proc
esses. As the solid matrix rotates due to the mechanical 
agitation, a rotating frame of reference is a necessity when 
investigating these flows. The role of fluid flow through these 
beds can vary, from drying processes to extraction of soluble 
components from the solid particles. Further applications of 
transport phenomena in rotating porous media are related to 
cyclic interchange fluidization by using a multipore rotating 
distributor (Witehead, 1985; Kvasha, 1985) or cooling of po
rous turbine blades in the hot stages of an expander. Recently 
the porous media approach was successfully applied to simulate 
complex transport phenomena in heat and mass exchangers, 
e.g., Roberson and Jacobs (1990) and in cooling of electronic 
equipment (Vadasz, 1991). With the emerging utilization of 
the porous medium approach to nontraditional domains in
cluding some applications in which the solid matrix is subject 
to rotation (like cooling of electronic equipment in a rotating 
radar or cooling of porous turbine blades) a thorough under
standing of heat transfer in a rotating porous media becomes 
essential. Its results can then be applied to the more established 
industrial applications like food, chemical engineering, or cen
trifugal processes, as well as to the aforementioned nontra
ditional applications of the porous medium approach. A more 
detailed discussion of further applications was presented by 
Vadasz (1992a). 

When rotating porous matrix is considered, an additional 
body force exists in the form of the centrifugal acceleration. 
This force may create free convection in the same manner as 
the gravity force causes natural convection. Some research 
results are available for natural convection in rotating porous 

media, all focusing on convection resulting from gravity in the 
presence of a single fluid or binary mixture (Patil and Vai-
dyanathan, 1983; Jou and Liaw, 1987a, b; Rudraiah et al., 
1986; Palm and Tyvand, 1984). 

The solution to the free convection problem in a rotating 
porous rectangular domain resulting from imposed tempera
ture gradients orthogonal to the centrifugal body force was 
presented by Vadasz (1992b). There, the solution was restricted 
to a small aspect ratio of the rectangular domain and higher 
order corrections of the leading order convection were eval
uated, while the effect of Coriolis acceleration was neglected. 
This paper presents a three-dimensional analytical solution to 
the steady-state free convection in a long rotating porous box, 
resulting from the centrifugal body force and focusing on the 
effect of Coriolis acceleration on fluid flow and heat transfer. 

2 Problem Formulation 
Let us consider a rotating fluid-saturated porous box heated 

from above and cooled from below (Fig. 1). At each point of 
the flow domain, the temperatures of the solid and fluid pha-
sesare assumed to be equal (Dagan, 1972). The front, back, 
and the lateral walls are all insulated. The box has a square cross 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
1991; revision received December 1992. Keywords: Natural Convection, Porous 
Media, Rotating Flows. Associate Technical Editor: R. Viskanta. 

Fig. 1 A rotating fluid-saturated porous box heated from above and 
cooled from below 
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section of which height and width is //*. The aspect ratio is 
defined as a = H*/L* where L* is the length of the box. Free 
convection occurs as a result of the centrifugal body force 
while the gravity force is neglected. The only inertial effects 
considered are the centrifugal acceleration, as far as changes 
in density are concerned, and the Coriolis force. Other than 
that, Darcy's law is assumed to govern the fluid flow (extended 
to include the aforementioned inertial terms), while the Bous-
sinesq approximation is applied for the effects of density var
iations. As the width (or height) of the domain is much smaller 
than its length (a small aspect ratio) a Cartesian coordinate 
system can be used and the component of the centrifugal ac
celeration in the y direction can be neglected. By assuming 
steady-state conditions, the following dimensionless set of gov
erning equations is obtained: 

du dv dw 

dx ay dz 
0 

dp 

dz 
R a ^ r + E i r ' t ; 

av = — — — «Ek 
dy 

aw= -

2d
2T 

dx2 

d2T 

dyi+dz2 

dp 

dz 

dT dT dT 
dx dy dz 

0 

(1) 

(2) 

(3) 

(4) 

(5) 

Equations (l)-(5) are presented in a dimensionless form where 
the values a^/H^Mf, \i*u,$/k*Mfa and ATC are used to scale 
the specific flowrate, pressure, and temperature variations, 
respectively. Two different length scales were used for scaling 
the variables x*, y* and z*. Accordingly, x = x*/L*, y=y*/ 
H* and z = z*/H*. In Eqs. (2) and (3) Ra„ is the Rayleigh 
number modified to include the centrifugal body force instead 
of gravity in the form Ra„ = (37-*A7,

cco?L*//*yt*M//ae0!'o and Ek 
stands for the porous media Ekman number defined by 
Ek = v0<fr/2iock* where </> is porosity, coc is the characteristic 
angular velocity of the rotating box, k* is the permeability of 
the porous matrix, v0 is the kinematic viscosity of the fluid, 
eta is the effective thermal diffusivity of the fluid saturated 
porous domain, /3T* is the thermal expansion coefficient, ATC 

is a characteristic temperature difference, and Mf is the ratio 
between the heat capacity of the fluid and the effective heat 
capacity of the porous domain. The scaling temperature dif
ference ATC is chosen to be the difference between the hot and 
cold walls temperatures thus T= (7 1*- TC)/(TH- Tc). 

It should be mentioned that in most of the applications of 
flows in rotating porous media the Ekman number is usually 
much greater than 1, and in some application it is O(l). The 
partial differential Eqs. (1), (2), (3), (4), and (5) form a non
linear coupled system. Their coupling is a result of two mech
anisms, namely: the Coriolis acceleration and the free 
convection. While the Coriolis effect causes a linear form of 
coupling between the horizontal components of the specific 
flowrates the free convection coupling between Eq. (2) and the 
energy Eq. (5) introduces the nonlinearity. 

To obtain an analytical solution to this problem, the de
pendent variables, q = wex + vey + wez, T, and p are expanded 
in a double power series in terms of two small parameters 
representing the reciprocal Ekman number in porous media 
and the aspect ratio for the domain, in the form 

[q, T, p] = £ ) ]>]fl'"Ek-"[q,„„, T„m, pmn] (6) 
m = 0 n = 0 

As all the boundaries are rigid the solution must obey the 
impermeability conditions there, i.e., q-e„ = 0 on the bound
aries, where e„ is a unit vector normal to the boundary. The 
temperature boundary conditions are: 7 = 0 at z = 0, T=\ at 
z= 1 and v r»e„ = 0 on all vertical walls representing the in
sulation condition on these walls. 

3 Analytical Solution 
By introducing the expansion (6) into Eq. (l)-(5), a hierarchy 

of partial differential equations is obtained for the different 
orders. To leading order the zero powers of a and Ek"1 are 
used, which yields a reduced set of equations. Their solution 
is 

Ra x 
%)=Woo = 0, Too = z and um= —f~l2z~ U (7) 

This leading order solution holds for the core region while the 
boundaries at x = 0 and x= 1 are not included, as uw does not 
vanish there. A vertical boundary layer exists next to the side-

Nomenclature 

a = the aspect ratio of the box = 

Ek = Ekman number = v04>/2uck* 
ex = unit vector in the x direction 
ey = unit vector in the y direction 
ez = unit vector in the z direction 
en = unit vector normal to the 

boundary, positive outward 
H* = the height (width) of the box 
k* = permeability of the porous do

main 
L* = the length of the porous do

main 
Mf = a ratio between the heat ca

pacity of the fluid and the ef
fective heat capacity of the 
porous domain 

Nu = Nusselt number, defined by 
Eq. (25) 

p = reduced pressure generalized 
to include the constant com-

q = 

Ra„ = 

Tc 

TH 

u 

w = 

X = 

y = 
z = 
4> = 

ponent of the centrifugal term 
(dimensionless) 
dimensionless specific flow 
rate vector = u ex + v ey + w ez 

porous media Rayleigh 
number related to the 
centrifugal body force = 
fiT*ATcu)2

cL*H*k*Mj-/ae0v0 

dimensionless temperature = 
(T*-TC)/(TH-TC) 
coldest wall temperature 
hottest wall temperature 
horizontal x component of the 
specific flowrate 
horizontal y component of the 
specific flowrate 
vertical component of the spe
cific flowrate 

horizontal length coordinate 
horizontal width coordinate 
vertical coordinate 
porosity 
effective thermal diffusivity 

&T* 
(j>c 

vo 
n* 
4> 

Arc 

a 

8 

= thermal expansion coefficient 
= angular velocity of the rotat

ing box 
= fluid's kinematic viscosity 
= fluid's dynamic viscosity 
= stream function 
= characteristic temperature dif

ference 
= a dimensionless group = • 

Ra„/Ek 
= dimensionless boundary layer 

thickness 

Subscripts 
* = dimensional values 
c = characteristic values 
C = related to the coldest wall 
H = related to the hottest wall 
0 = zeroth order 
1 = first order 

eO = related to the end next to x=0 
el = related to the end next to x = l 
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walls, and the flow there is evaluated by using an integral of 
momentum method of solution similar to those of Bejan and 
Tien (1978), Cormack et al. (1974a,b), and Imberger (1974). 
The boundary layer solution matches the core solution at x = o 
(where 5 is the dimensionless boundary layer thickness, found 
to be equal to a). This means that 5* =H*. The solutions next 
to the wall x = 0 differ from those near x= 1 as a result of the 
centrifugal effect which is proportional to co2oc*. Therefore, 
the subscript "eO" refers to the end next to x=0 and " e l " 
refers to the end next to x = 1. Using this notation, the following 
solutions were found (see Appendix for details) 

ue0= -~(2Z-\)[2-~--\x 

R a ^ „ (\-x 
uel= - — (2z-\)x 2 -

l-x 

we0 = aRaaz{z-l)[ 1 — - 1-v 

W e , = — z ( z - l ) \[—8 2 -
l-x 

Te0 = z\l + 
aRau 

Tel=z + z(l-z)-

12 

52aRaa 

^ < " 

96 
1 - 3 1 ^ + 2 / 1 - * 

(8a) 

(8b) 

(8c) 

(8d) 
( 1 - z ) (8e) 

3n 

l-x 

(8f) 

As the main objective of this paper is to find the Coriolis 
effect on the free convection, the following analysis focuses 
on the solution to order 1 in Ek~" and to order 0 in a'". The 
corresponding higher order solution to order 1 in a'" and 0 in 
Ek~" was reported separately by Vadasz (1992a). Therefore, 
the corresponding equations to order 1 in Ek~" and 0 in a'" 
are obtained, upon introducing the leading order solutions, in 
the form 

"oi = 

d"oi dwoi_0 

dy dz 

3Poi_ R a YT 3POI. 
dx ay 

dp0 

dz 
= 0 

d2Tm d2T0l 

d z 2 " 
• wm 

(9) 

(10) 

(11) 

To obtain a solution for vm and wou one should refer to the 
equations at orders 1 in a'" and 1 in E k - " leading to 

dpn dpu 

— ling, Woi — - — 
dy dz 

v0\-- (12) 

The pressure is eliminated from these equations by taking 
the derivatives d/dz and d/dy of u0i and woi in (12), respectively, 
and subtracting. By introducing the stream function to satisfy 
identically Eq. (9), i.e., v0\ = d\l/0i/dz, w0l = -d/fa/dy, one 
obtains 

dVoi d2\froi 
„2 + 

: Ra„x (13) 
dy1 dzL 

where the solution for «oo was introduced. The solution of the 
Poisson Eq. (13) for the stream function subject to the bound
ary conditions i/-0i = 0 V (y = 0 ,1 ; z = 0,1) was obtained through 
separation of variables, and its result is presented in the form 

1 6 R a ^ ^ , y , sin[(2i-l)^]sin[(2y-l)7rz] 
t 2 J 2 J ( 2 / - l)(2y- 1)[(2/- 1)2 + (2y- l)2] 

(14) 

^oi= - -

Therefore v0l and wm can be evaluated leading to 

va\ 
# 0 1 

" dz ' 

16Ra„x 
2-i 2 J 

= 1.7=1 

W0l= — 
# 0 1 

dy J ZJZJ 

sin[(2/- l)7ry]cos[(2y- l)irz] 
( 2 / - l ) [ ( 2 / - l ) 2 + (2y-l)2] 

(15) 

l)7r/]sin[(2/--l)7rz] 

/ = i j=\ 
(2/-1)1(2/- l)2 + (2y-l)2] 

(16) 

It can be observed that the denominator, mainly in (14) but 
also in (15) and (16), increases very fast with increasing the 
values of / and y. Therefore, a fast convergence of the series 
is expected. To solve for TQi, one should obtain the solution 
of Eq. (11) upon introduction of w0i from (16). The method 
of solution is completely similar to the solution for i/»01 except 
for the boundary conditions, which in this case are T0l = 0 at 
z = 0, 1 and dTm/dy = 0 at j> = 0, 1. This leads to the following 
result: 

7 - o , = 
16Ra„,x 

•K 

" cos[(2/- l)ir>]sin[(2y- 1)«] 
" ^ y t ^ ( 2 i - l ) [ ( 2 / - l ) 2 + (2y-l)2]2 (17) 

To complete the solution at this order, «0i should be eval
uated from (10). Since, according to (10), pol is not a function 
of y and z, however in (10) u0\ and Tm are functions of x, y 
and z, dpai/dx must take the form dpm/dx=Cx2, where C is 
a constant to be determined. By introducing this form and the 
solution for T0[ from (17) into (10), and by using the following 
mass conservation constraint on any cross-section yz, stating 
that no net flow is allowed through any cross-section as the 
flow domain is laterally bounded, i.e., 

rr 
•in •'n 

u0ldydz = O (18) 

the value of C is found to be zero. Therefore, the pressure 
gradients vanish at this order and as a result the solution for 
Uni in the core region is 

«oi = 
1 6 R a 2 x 2 ^ ^ c o s [ ( 2 / - l)7ry]sin[(2y- l)xg] 

" 2 J 2 j ' ( 2 y - i ) [ (2/_ l)2 + (2y- 1)T (19) 

Finally, the complete results up to and including order 1 in 
Ek~" can be presented in the form 

Ra x 
u = uw + Ek~lu01 = f~[2z~ 1] 

1 6 E k - ' R a 2 x 2 ^ ^ cos[(2i-l)ay]sin[(2y-l)Tz] 
* 2j 2j I~I: I W T ; ^2 , I~I; i\2i2 ^M> J, tipi Qj-mv-iY+w-wY 

y = Ek v0[--

1 6 E k - ' R a M ^ A sin[(2i- l)?ry]cos[(2y- l )w] 
T3 2-JZJ ( 2 / - — - »*• '"•• "*> (Zl) 

/ = i j=\ 
( 2 / - l ) [ ( 2 / - l ) 2 + (2y - l )1 

= l eEk- 'Ra^Xy, y , cos[(2/-l)7r^]sin[(2y-l)7rz] 

^ h h (2y-l)[(2/-l)2 + (2y-l)2] ( ) 

r^Too+Ek-'ro, 

16Ek' 'RaMXy, A cos[(2/- l)Try]sin[(2y- l)irz] 
Z 7T5 2 j 2 j ( 2 y - l ) [ ( 2 i - l ) 2 + (2 / - l ) 2 ] 2 ^ 

From these solutions it can be observed that the Coriolis 
effect on free convection is controlled by the combined di
mensionless group ff=Ra„Ek~', i.e., 

_ Ra„ 2pT*ATculL*H*/&Mf 

Ek ae0vl 
(24) 
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Fig. 2 Graphical description of the flow and temperature fields at the 
leading order; (a) at the center—the horizontal x component of the spe
cific flowrate u00; at the left hand side—the boundary layer streamlines: 
6 streamlines equally divided between their minimum value of (2^e0f 
RM)min = 0.02 and their maximum value of (2\l>JKaJUBX = 0.22; at the 
right hand side—the boundary layer streamlines: 6 streamlines equally 
divided between their minimum value of (2^8l/Ra„x)min = 0.02 and their 
maximum value of (2iA,,i/Ra„x)ma« = 0.22; (b) at the center—the tempera
ture profile, rao, at the leading order in the core region; at the left hand 
side—the boundary layer isotherms: 11 isotherms equally divided be
tween their minimum value (7"so)min = 0 and their maximum value 
CeO/max = 1 -

The validity of the asymptotic expansion is restricted too, by 
the values of a and the expansion is valid for Ek » 1 as long 
as the value of a is not too high. However, even when the 
expansion breaks down one should expect this dimensionless 
group, a, to continue to control the Coriolis effect on the free 
convection. 

4 The Vertical Heat Flux 
The local Nusselt number, NuX7, representing the vertical 

heat flux through the domain, is expressed by 

Nu, 
dTop 
dz 

+ Ek~ 
z = 0 

dz 
z=o 

Its mean value over y is 

Nu> Nuxydy 

(25) 

(26) 

By neglecting edge effects (which are expected to be 0(a) or 
smaller), the mean Nusselt number over x can be presented in 
the form 

, i 

Nu* = \ Nuxvdx (27) 3=t 
The mean heat flux over the xy plane is given by 

Nu = 
,i pi 

Nuxy dxdy (28) 

By introducing the solutions Tm and Tm from (7) and (17) into 
(25), the expression for the local Nusselt number Nux7 is ob
tained in the form 

, 1 6 E k ~ ' R a M ^ ^ cos[(2/-l)ay] Nu„=l ? g g — — — - ^ (29) 
The mean Nusselt number over x is obtained upon introduction 
of (29) into (27) 

NuJ=l 
8Ek_1Raw 

2 J LJ \n; 
cos[(2/-l)irj>] 

/ = ! y = l 
[ (2 / - l ) 2 + (2 / - l ) 2 ] 2 

= (Nu^)x= lxy)x= 1/2 (30) 

(a) 

Fig. 3(a) Graphical description of the flow field at any cross-section 
represented by constant values of (^0,/Ra„x) and of the temperature field 
r, on the yz plane at x = 0.5, for a = Ra„/Ek = 10. Five streamlines ( ) 
equally divided between their maximum value of a (^01/Ra„x)max = 0 and 
their minimum value of • tyoi'Ra„x)min = -7.37 x 10"2 . Seven isotherms 
( ) equally divided between o Tmln = 0and • 7max = 1. 

(b) 

Fig. 3(b) Graphical description of the higher order component of tem
perature at any cross-section represented by constant values of r01/Raux. 
Nine isolines equally divided between their minimum value of • (701f 
Ra

u^)min = - 0.0332 and their maximum value of a (701/Ra„x)max = 0.0332. 

It can be observed that the dimensionless group a = Ra^/Ek 
controls the heat flux, too. The mean Nusselt number over y, 
obtained by introducing (29) into (26) and integrating, was 
found to be equal to 1, which is equivalent to the heat flux 
due to conduction. As a result the mean heat flux over the 
whole xy plane equals 1 as well. This result can be expected 
as the Coriolis effect on the convection is in providing a higher 
order correction to the leading order conduction solution 
(Tm = z), which is reflected over the yz cross-section of the 
leading order flow in an antisymmetrical form with respect to 
y= 1/2. Therefore, the vertical heat flux at any given value of 
x is reduced in one-half of the box, i.e., for ^€[0, 0.5], and is 
enhanced in the other half of the box, >>€[0.5, 1], while its 
integral effect is canceled as far as the mean heat flux up to 
this order is concerned. 

5 Results and Discussion 
The analytical results obtained in Sections 3 and 4 are pre

sented graphically in Figs. 2-4 and their significance is dis
cussed in this section. 

The leading order core solutions 2w00/Rao)x and TM are pre
sented in Fig. 2. A linear profile of the horizontal x component 
of the specific flowrate represents the free convection obtained 
as a result of the imposed temperature gradient orthogonal to 
the centrifugal body force. The corresponding temperature pro
file at the leading order is linear, resembling the conduction 
solution. The other two components of the specific flowrate at 
this order, %> and wm, vanish in the core. The boundary layers 
next to the walls at x = 0 and x= 1 are presented in Fig. 2(a) 
in terms of the stream functions 2i/'e0/Raw6 and 2\pel/RaaX. 
Their effect on the temperature field is felt, as can be observed 
in Fig. 2(b), where the isotherms near the wall at x=0 are 
presented. 
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Fig. 4(a) Graphical description of the local vertical heat flux on the xy 
plane represented by constant values of Nuly for a= Ra„/Ek = 10. Nine 
isolines equally divided between (Nuxy)mi„ = 0,537 and (Nu*y)max = 1.463. 

(b) 

Fig. 4(b) Graphical description of the mean Nusselt number over x, 
tiu"y, for ff=Ra„/Ek = 10, as a function of y. 

The Coriolis effect is felt at order 1 in Ek_", leading to 
secondary circulation in a plane orthogonal to the leading free 
convection plane. As a result, the leading order convection 
occurring in the xz plane induces through Coriolis a secondary 
motion in the yz plane. The graphical description of this sec
ondary flow field at any cross section, represented by constant 
values of \I<oi/RaM.sc, i.e., by corresponding stream lines, is 
presented in Fig. 3(a). The direction of the circulation depends 
on the rotation direction and on the direction of the thermal 
gradient. In this case, both the angular velocity and the imposed 
thermal gradient correspond to the positive z direction leading 
to a clockwise secondary circulation in the yz plane. As a result 
of this circulation, the temperature distribution in the vz plane, 
as well as in the x direction, is affected significantly. The 
graphical description of the temperature field, T, on the yz 
plane at x= 0.5 corresponding to a = Ra^/Ek = 10 is presented 
in Fig. 3(a), as well in the form of dotted lines. The effect of 
convection is apparent in this figure, as the distortion of the 
isotherms from the parallel horizontal form prevailing to a 
conduction regime is significant. This distortion of the iso
therms, which at the leading order were parallel and horizontal, 
was created by the temperature solution at order 1 in Ek~", 
i.e., Toi. The graphical description of the higher order com
ponent of temperature at any cross-section, represented by 
constant values of T^/Ra^x, i.e., by the corresponding higher 
order isotherms, is presented in Fig. 3(b). Its antisymmetrical 
form with respect to y= 1/2 is a result of the direction of the 
secondary circulation. Since, according to Eqs. (17) and (19) 
the value of Moi/Raĵ x2 is identical to - T^/Ra^x, the isotherms 
presented in Fig. 3(b) stand for isolines of um/Ral,x2 as well, 
with only a correction of sign necessary. As the values of um 
are positive for yd [0,0.5] and negative for y€[0.5,1], the higher 
order correction, H0I> to the leading order convection profile, 
%>. slightly enhances the free convection in one half of the 
box, i.e., for y£[0, 0.5] and slightly reduces the flow in the 
other half of the box, i.e., for j€[0.5, 1]. As a result of the 

Coriolis effect on the convection, the local vertical heat flux 
is not uniform and therefore varies in the xy plane. The results 
of Nu^ as calculated from Eq. (29) for cr = Ra1J/Ek = 10 are 
presented in Fig. 4(a) in terms of equal values curves of NuX7 
in the xy plane. It should be noticed that the xy domain of 
the box is a square as a result of the adopted scaling which 
causes a compression of the x* coordinate, i.e., x = x„/L* 
leading to x€ [0, 1], The graphical description of the mean heat 
flux over x, i.e., NuJ, for ff = Ra„/Ek= 10, as a function of y 
is presented in Fig. 4(b). The results show that the local heat 
flux is affected significantly (up to ± 24 percent) by the Coriolis 
effect. 

6 Conclusions 
Analytical three-dimensional results were presented for the 

solution of the steady-state free convection problem in a long 
rotating porous box at high values of the porous media Ekman 
number. The convection was obtained at the leading order as 
a result of differential heating of the horizontal walls. The 
Coriolis force created secondary circulation in a plane or
thogonal to the leading free convection plane affecting sig
nificantly the local vertical heat flux. The mean vertical heat 
flux was not affected by the Coriolis effect. Except for the 
horizontal component of the specific flowrate, which depends 
explicitly on Ra„, the flow and the heat transfer in the core 
region was found dependent only on the combined dimen-
sionless group a = Raw/Ek. 
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A P P E N D I X 

The Boundary Layer Solution 

Equations (l)-(5) are not properly scaled to include end 
regions next to the sidewalls. When rescaling the equations by 
choosing x' =x/8 where 5 = 5*/Z* is the boundary layer thick
ness, one observes that the core solution does not satisfy the 
rescaled continuity equation in the boundary layer nor the 
boundary conditions at x= 1. By applying the integral of mo
mentum method for the velocity and the integral of energy 
method for the temperature, the boundary layer solutions can 
be evaluated. Integrating the momentum equations after cross-
differentiation and subtraction to eliminate the pressure terms, 
an integral of momentum equation next to the wall at x = 0 is 
obtained in the form 

[ue0{x, l)-ue0(x, 0)]dx 

I ' Do, X2 

we0(0,z)dz + —r- = 0 (Al) 
n 2 

u0 

Similarly, the integral of energy equation is expressed by 

2 i ' . fdf\ r* far , 1X 
" l -J-' — + \ dx — (x, 1) *v<t 

dT . 

' dz 
(x,0) a\ dz(uT) ( « , z ) ' = 0 (A2) 

The velocity and temperature solutions in the boundary layer 

should satisfy these equations. A velocity function of the fol
lowing form 

Ra„ 
(Iz-l)x-f(x) (A3) 

is assumed (where the ue0 represents the product of f(x) -w0o). 
The corresponding function for we0 is evaluated from the con
tinuity equation leading to 

we0 = ^z(z-l)(f+xf) (A4) 

Setting f(x) to be a polynomial, its coefficients are to be 
determined from the boundary conditions, i.e., ue0(x = 0) = 0, 
ue0(x=$) = um, weQ(x=5) = wQ0 = 0, we0(z = 0) = 0, we0(z=l) 
= 0, leading to the solutions (8a) and (8c). Adopting a similar 
method for the temperature, one assumes a temperature func
tion in the form 

Te0=T00+f(x)g(z) (A5) 

where/(x) and g(z) are assumed to be polynomials with yet 
undetermined coefficients. Then imposing the boundary con
ditions dTe0/dx=0 at x = 0, Te0= Tm at x=8, dTeQ/dx=dT0o/ 
dx = 0 at x=8, 7^ = 0 at z = 0, 7 ^ = 1 at z=\ and Eq. (A2), 
the temperature solution in the boundary layer next to the wall 
at x = 0 is evaluated as presented in Eq. (8e). A similar approach 
leads to the solutions (8b), (8d), and (8f) for the boundary 
layer next to the wall at x= 1. As the method of solution is 
similar to that presented by Bejan and Tien (1978), Cormack 
et al. (1974a, b) and Imberger (1974), one should refer to these 
references for further details. 
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Nongray Gas Analyses for 
Reflecting Walls Utilizing a 
Flux Technique 
A flux formulation for a planar slab of molecular gas radiation bounded by diffuse 
reflecting walls is developed. While this formulation is limited to the planar geometry, 
it is useful for studying approximations necessary in modeling nongray radiative 
heat transfer. The governing equations are derived by considering the history of 
multiple reflections between the walls. Accurate solutions are obtained by explicitly 
accounting for a finite number of reflections and approximating the spectral effects 
of the remaining reflections. Four approximate methods are presented and compared 
using a single absorption band of H20. All four methods reduce to an identical 
zeroth-order formulation, which accounts for all reflections approximately but does 
handle nonreflected radiation correctly. A single absorption band of COz is also 
considered using the best-behaved approximation for higher orders. A zeroth-order 
formulation is sufficient to predict the radiative transfer accurately for many cases 
considered. For highly reflecting walls, higher order solutions are necessary for 
better accuracy. Including all the important bands of H20, the radiative source 
distributions are also obtained for two different temperature and concentration 
profiles. 

1 Introduction 
Many attempts have been made to analyze radiative heat 

transfer in an enclosure containing a molecular gas with a gray 
or sum-of-gray gases model. Fictitious gray gas modeling is 
clearly inappropriate, as pointed out by Nelson (1977) and 
others cited in his paper. While the sum-of-gray gases approach 
can give reasonable results, a large effort may be required to 
get the appropriate absorption properties (Modest, 1991). 

The most accurate nongray gas calculations solve the transfer 
equation on a line-by-line basis, but this is not practical for 
engineering problems. The narrow- and wide-band models give 
the gas absorption or transmittance averaged over a more 
reasonable band width. In using these band models, careful 
attention must be paid to the spectral characteristics of the 
quantities involved as well as their products. 

Additional complications occur in nongray gas analyses when 
the enclosure walls are reflecting. This is because reflected 
radiation is a strong function of wavenumber and cannot be 
averaged separately from the transmittance. In order to main
tain the physics of the problem correctly and still utilize the 
available band models, a series expansion of the wall radiosity 
is used in this work. 

Edwards (1962), following the work of Bevans and Dunkle 
(1960), was probably the first to point out this series expansion 
method. Bevans and Dunkle (1960) introduced the band energy 
approximation, which assumed constant radiosities over a nar
row band, noting that this may not be accurate for the reflected 
part of the wall radiosity. 

Since the time of Edwards' (1962) publication, significant 
work on this topic has been carried out by Nelson (1977, 1979a, 
1979b, 1984, 1986). In these papers, Nelson develops the zone 
method (Hottel and Sarofim, 1967) for analyzing molecular 
gas radiation with band absorption models. Essentially a series 
solution is cast in the form of a closure problem. The series 
solution is exact; however, the closure solution is only taken 
to some finite order and is approximate. The direction of 
Nelson's work has been to develop the method for more general 
geometries and situations. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1992; 
revision received December 1992. Keywords: Radiation. Associate Technical 
Editor: R. O. Buckius. 

In Kim et al. (1991), a discrete ordinates method is for
mulated for a planar slab of nongray gas between black, plane-
parallel walls. This technique is extended by Menart et al. 
(1993) to handle reflecting walls properly, taking into account 
the spectral correlations between wall reflected radiation and 
gas transmittance for nonisothermal media. Computational 
times increased by orders of magnitude in going from the black 
to gray wall analysis. 

In this work the problem of radiative transfer between in
finite parallel walls enclosing a nonisothermal, molecular gas 
is once again considered. This time a flux method presented 
by Soufiani et al. (1985) is further expanded to include the 
wall reflected radiation correctly. Although this flux method 
is limited to the one-dimensional plane-parallel geometry, the 
formulation is perhaps easier to understand than the discrete 
ordinates method. More importantly, the computational re
quirements are greatly reduced for the flux method, making 
it possible to run higher order solutions of different approx
imation methods to study their behavior. Using the discrete 
ordinates method, it became computationally costly to run 
higher than a second-order solution. 

II Spectrally Averaged Radiative Transfer Expressions 
The radiative flux equation for a one-dimensional slab of 

absorbing-emitting gases on a spectral basis is 

q„(x)=qt(x)-q;(x) (1) 
where 

qt (x)=2ir\ I,+ (x0, IX)TV(XO-X, p)y.djx 

^ [' f i i *x *r>(x*~X,n) . . . . . . 
+ 2x Ivb(x ) —i ixdx dix (2a) 

J 0 J 9x 
and 

qv (X)=2TT\ I„ (XL, -IX)TV(XL-X, -ifi/idfi 

+ 2* [' P Ivb(x*) 9T-(X^f' "M) 'pdx'dp. (2b) 
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In the above equations, I+ (x0< /i) is the outgoing intensity 
from the wall at x0, and 1~ (xL, - n) is the outgoing intensity 
from the wall at xL. The transmittance and its derivative are 
defined as 

T„(X*— x, n) = exp 

drv(x*-~x, fi) 

1 
x )dx 

/ * • dx* 
= a„(x )TV(X -x, n) 

(3a) 

(3ft) 

wherex0, xL, and — /x can be inserted to get other transmittances 
and derivatives. The first terms on the right-hand sides of Eqs. 
(2a) and (2b) represent the flux from the appropriate wall that 
is transmitted to position x, and the second terms represent 
the gas emission contributions to the flux at position x. From 
this point, the presented derivation will be limited to the 
positive-directed flux. The derivation is similar for the nega
tive-directed flux. 

For this work the narrowband approximation is utilized in 
the following form: 

- t 
Ac L 

IvbT„dv~Ivi Ac JA 
T„dv = hbTv (4) 

where Av is the width of a narrow band, Ivb is the Planck 
function evaluated at the center wavenumber in Ac, T„ is ob
tained from the statistical narrowband model with exponential-
tailed-inverse line-strength distribution (Malkmus, 1967) 

lv(x*~x, n) = 

exp 
ft. 2lTU(X*,X, ll,P)kVj eff t 

v, eff 
(5) 

The narrowband parameters are taken from Hartmann et al. 
(1984) and Soufiani et al. (1985). These parameters came from 
line-by-line calculations and are given in a tabular form for 
bandwidths of 25 or 50 cm - 1 . Nonisothermal and inhomo-
geneous media are treated using the Curtis-Godson method 
(Godson, 1953; Young, 1977). 

Using the narrowband approximation, the wavenumber av
eraged form of Eq. (2a) is written as 

<7;(x)=27r 1X)TV(X0 — x, ii)jxd)x 

+ 2TT ( [ 7,6 (** 
-O •'XQ 

dT„(X*^X, fJ.) 

a? fxdx*dpi.. (6) 

For reflecting walls, /+ (xa, p) and T„(X0 —• x, ix) cannot be 
averaged separately as was done for black walls (Kim et al., 
1991). The directly emitted portion of I* (x0, fi) from the wall 
can be averaged separately but not the reflected component 
with its strong wavenumber dependence. Blackbody intensities 
can be taken out of the wavenumber averaging, because lbv is 
almost a constant over a narrow band. 

In order to average the first term on the right-hand side of 
Eq. (6) properly the wall intensity needs to be expanded into 
its series expansion, which tracks emitted radiant energy 
through all wall reflections. This allows the wall radiosity to 
be expressed in terms of blackbody emission functions and 
transmittances. It is then possible to apply the narrowband 
approximation as shown in Eq. (4). A compact, shorthand 
flux expression can be written for diffuse reflections at the 
walls using slab-transmittance function, T^; 

qt (x) = 7T e„oIvbQT; (XQ-X) + Ivb(x ) 
*o 

dT+(x*-x) 

dx* 
dx* 

n= 1,3,5.. 

- ( f l + l ) / 2 - ( „ - i ) / 2 j - J T + I Y - . Y " ^ Y \ 
TtPvQ pvL ) tpLlvbL* v \XL~X„ — X) 

hb(X* 
dT?(x*-xn

w-x) 

dx* 
dx* 

E TPPO PvL )eroIvboT,, ( X Q — XW~*X) 

hb(X 
dT?(x*-xn

w-x) 

dx* 
dx*\ (7) 

Here n is the order of the expansion, with the zeroth order 
represented by the first term on the right-hand side. Menart 
et al. (1993) demonstrated that low wall-reflectivity problems 

Nomenclature 

«„ = spectral absorption coeffi
cient, m _ 1 

- dq/dx = total radiative 
source term, kW/m3 

/„ = spectral radiative inten
sity, kW/(m2 'sr-cm~') 

T = 

u = 

kW/m' 
slab-transmittance func
tions 
pressure-path length pa
rameter, atm-m 

x 
•x 

, eff 

J 

eff 

L 
n 

P 
q 

= total number of spectral 
bands 

= effective mean line-inten
sity to spacing ratio, 
cm"1 atm"1 

= thickness of the slab, m 
= order of solution or refer

ring to a specific term of 
expansion 

= pressure, atm 
= total net radiative heat 

flux in x direction, 

Ac = 

tp = 

M = 
Pv = 
Tv = 

Superscript 
or = 

( ) = 
+ = 

x coordinate, m 
path length from x* to x, 
m 
effective mean line-width 
to spacing ratio 
wavenumber interval, 
c m - 1 

spectral wall emissivity 
direction cosine = cos 6 
spectral wall reflectivity 
spectral transmittance 

integration variable or po
sition superscript 
spectral average 
related to positive directed 
flux 
related to negative di
rected flux 
approximate additional 
solution 

n = 

n + a = 

Subscripts 
0 = 

b = 
extra = 

g = 
i = 
j = 
k = 
L = 

M = 

w = 
C = 

order of solution or refer
ring to a specific term of 
expansion 
truncated series and addi
tional solution added to
gether 

grid point number at 
x = x0 

blackbody 
leftover radiant flux after 
n + 1 reflections 
gas 
spatial index in x direction 
spectral index 
dummy spatial index 
wall at x = xL 

grid point number at 
X = XL 

wall 
spectral 
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• P V L ' L 

represents integration over a hemisphere 

Fig. 1 A schematic of the second-order slab-transmittance functions 

can be accurately handled with a zeroth-order closure solution. 
The quantities Ivb0 and lvbL are Planck blackbody emissions at 
the wall temperatures. Each of the terms in Eq. (7) has the 
following meaning: 

n = 0: Radiant energy emitted by the wall at x0 and the gas 
between x0 and x that is directly transmitted to the 
position x. 

n = 1: Radiant energy emitted by the wall at xL and the gas 
layer that is reflected at xQ and transmitted to position 
x. 

n = 2: Radiant energy emitted by the wall at x0 and the gas 
layer that is reflected at xL and at x0, and then trans
mitted to position x. 

n = n: Radiant energy emitted by the wall at xw and the gas 
layer that is reflected a total of n times and then 
transmitted to position x. 

Zeroth and nth order positive-direction slab-transmittance 
functions are used in Eq. (7). A zeroth-order, positive slab-
transmittance function is defined as 

-w-^2(jv^*4 (8a) 

where the path from x* to x is in the positive x direction, or 
positive fi directions. Higher «th order positive-direction slab-
transmittance functions are written in a general form as 
T:(x*~xn„-.x)=2"+l 

T„(x* — xL — x0 — x). The center-right trace in Fig. 1 illustrates 
the path for the second-order negative slab-transmittance from 
x* — x0 — xL — x and is marked as 77 (x* — x0 — xL — x). 
To indicate that the slab-transmittance functions are an integra
tion of the transmittances over the appropriate hemisphere, the 
symbol of a half circle with arrows is used. For diffuse walls the 
integrations must take place for every pass through the gas. 

Practically, the spectrally averaged slab-transmittance of Eq. 
(8b) is calculated from Eq. (5) in the following manner: 

T:ix*-xl~x)=2"+x\ \ . . . (exp 0„,. 

2iru(x*, x, ii„ + l, n„ . . . HI, P)kVt eff 

0,,, 

•IMn+idn„+ni.„dii„ . . . n\dm (9a). 
where the pressure path length includes the full path under 
consideration: 
u(x*, x, ii„ + u n„ . . . nlt P) =P 

~ x0 or L 

Mn+1 
+ XL—XO 

V-n 
+ 

xL-x0 

Pn-l 

+ . . . + 
-XQ 

(9b) 

The properties of the spectrally averaged slab-transmittance 
functions are comparable to those for the spectrally averaged 
transmittance. It is generally not possible to change the order of 
the arguments in higher order slab transmittance functions, 
although 7„ (x* —_ x, \>) = T„ (X —• x*, - jx) and 
r+or - (X* _ x ) = T-ov + (A. _ x*) f o r z e r o t h o r d e r Q n a 

spectral basis, 77 or ~ can be multiplied and divided to give 
slab-transmittance functions based on longer or shorter lengths 
like T„. This is not true for spectrally averaged quantities, 
77or " and T„. That is, multiplication of a 77°r~ based on the 
length Li and a 77or ~ based on the length L2 does not give 
77°r~ for the length Lx + L2. Also, division_of a T?m~ based 
on Lx + Z2 by a 77°r~ based on L, gives 77°r~ for the last 
L2 of the length, not for first Lx. This property will be useful 
in the development of the approximations in the next section. 

,\X ~°XW ±ix)ndfi\ I | T„(XO-*XL, lAl^dji Tv(X0- x, ii)ndjx | , (8b) 

where n is the order of the function and indicates the total 
number of reflections experienced in the path. The term x"r 
represents the n wall locations that are encountered, i.e., . . . 
— xL —• xQ — xL — x0. with the rightmost parameter always 
equal to Xn for positive-directed functions. 

The first transmittance integral appearing under the overbar 
in Eq. (8b) is interpreted in the following fashion. The *w,is 
x0 when n is odd and xL for n even. The sign of ix in this 
transmittance must indicate the direction of the first portion 
of the total path. The derivative of this first transmittance with 
respect to x*, multiplied by the rest_of the expression under 
the overbar of Eq. (8b), gives the dT*/dx* terms appearing 
in Eq. (7). Note that all the factors remain under the overbar. 

The positive-direction slab-transmittance functions have the 
last portion of the total path in the positive x direction. The 
negative slab-transmittance functions are defined in a similar 
manner, except that the last portion of the path is in the negative 
x direction. For example, the path for a second-order, positive 
slab-transmittance function from x* to x is illustrated by the 
center-left trace shown in Fig. 1 and marked as 

Within the limits of the narrowband approximation Eq. (7) 
and the corresponding equation in the negative direction are 
correct, but an infinite number of terms must be included for 
an exact solution. Since the higher order terms decrease in 
magnitude, a desired level of accuracy may be obtained by 
including enough terms in the analysis. 

Ill Approximations 
In order to decrease the number of terms needed in Eq. (7) 

for a desired level of accuracy in the radiative flux, methods 
of approximating the higher order terms in the series solution 
are considered. Of the many ways to carry out the details of 
this approximation (Edwards, 1962; Nelson, 1977,1979b, 1984; 
Menart et al., 1993), four methods will be discussed here. 

The first technique (method I) is the most obvious form of 
an approximation in that all higher order terms are just ne
glected, i.e., all terms of order higher than n are ignored in 
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Eq. (7) for the nth order solution. This approximation will be 
referred to as the truncation solution. The truncation approx
imation was also considered by Menart et al. (1993) with the 
discrete ordinates method. 

To improve an nth order truncation approximation, the 
neglected terms in the series expansion must somehow be in
cluded. The terms of order higher than n represent the radiant 
energy that hasn't been absorbed after n complete passes 
through the gas, not including the emission pass. This left
over energy is called ~qVi extra, and a gray band assumption 
is made for this flux. The additional fluxes that are due to 
Qv, extra are found by solving for the resulting flux distribution 
in absorbing (nonemitting) gas between two diffusely reflecting 
walls. With boundary fluxes qUi extm (x0) and qVi extra (xL), a 
solution is easily obtained as 

Qu'° (X) = l^,extra(^o) + P,0<?7 '" (X0)]T + (X0-X) (lOff) 

and 

q;'"(x) = [g„,extra(*z.) +? , r f , + ' ' (*i .)]T,- ( * / . - * ) . (106) 

q»'a(x) and q~; '"(x) are the additional fluxes that account for 
the effects of the remaining higher order terms in the series 
solution in Eq. (7). Equations (10a) and (106) can be solved 
simultaneously for q^,a(xL) and q;,a(x0) by evaluating Eq. 
(10tf) at xL and Eq. (106) at x0. 

The leftover radiant fluxes that haven't been absorbed after 
n passes through the gas and n + 1 reflections from the walls 
are determined from 

<7„,extraUo) =pAQ^"(Xo) ~ <7,T'"~ ' (*o)] ( H « ) 

and 

Q,, extra (*/.) = PvhVlv ' " (XL) ~ q t ' " ' (XL)\ (11*) 

where q*'"(x) and q;,n(x) are the nth order series solutions, 
Eq. (7) including terms 1 through n, and qt'"~l(x) and 
q~p~'"~l(x) are the ( « - l)th series solutions. 

The final flux distribution is a sum of the nth order series 
solution and the corresponding additional flux solution: 

q:-n+a{x) = q:'"{x) + q:-a{x) (12fl) 

and 
— - ,n + a / 7(x)=q;'"(x)+q;-a(x). (12b) 

The fluxes ~qt'"+a{x) and q^"+"(x) approximate the exact 
~qt (x) and q; (x) obtained from Eq. (7). Equations (10), (11), 
and (12) used with a truncated Eq. (7) is approximation method 
II. 

Approximation method III is obtained by noting that an 
improvement in Eq. (10) can be made by using higher order 
band transmittance functions. Nelson (1979b) points out that 
as the radiant energy travels a longer path length through the 
gas, a greater fraction of the remaining energy resides in the 
band wings. Transmission of radiant energy for the last part 
of the journey should therefore be higher than that for the 
first part. An expression comparing the transmittances for each 
successive pass of the radiant energy through the gas can be 
written by dividing the nth transmittance by the (n - l)th trans
mittance to get the transmittance for just the nth pass; 

n . - , x JAxL-x0~xL) J,,(xo-xL-x0-xL) 
T„(XL~X0) T„(x0^xL-x0) 

TV(XL~X"W-^XL) 

TAXL-X"W~1-~X0) 

TV\XI —*XW —+Xr ) 

<_ M_, <1.0. (13) 
Te\xL~*Xw — XQ) 

A value of one is approached in Eq. (13) if no restrictions are 
put on the wavenumber limits, while some number less than 
one is approached with finite wavenumber limits of a narrow
band. Since Eq. (13) holds for any (i direction or an integration 

over all jit's, this same trend holds for the slab transmittance 
functions. 

The third approximation (method III) uses .the highest order 
slab-transmittance function available from the series solution 
rather than the zeroth-order slab-transmission function used 
in Eq. (10). The following expressions for the additional fluxes 
are then obtained: 

Qv'"(x) = [<?„, extra (*o) + P,0<7, ' a ( * o ) f e r 
J v \Xw—*XiV—*X) 

and 

T„ (*w—xw —XQ) 
(14a) 

1 v \XW — XW~*X) 
q„,a{x) = [q>,,l:n,!i(xL)+pvLq}-a(xL)}=+ „_, 

1 „ (XW-~XW — JC/J 

(146) 

_ For n = 0, methods II and III are equivalent. Note that 
Tt°r~ (xw — x"w — x) simply takes on the value of one for n 
less than zero. This third approximation technique is essentially 
that used by Nelson (1979b) to consider a two-zone enclosure. 
Eqs. (11), (12), and (14) used with a truncated Eq. (7) is ap
proximation method III. 

The last approximation technique to be considered (method 
IV) is one used by Menart et al. (1993), where this method 
was developed on an intensity basis for the discrete ordinates 
formulation. Integrating the governing equations of Menart 
et al. (1993) over angles gives the required flux representations. 

For n odd, 

d~qf"+"(x) dqt'n(x) 

and 

dq; 

dx dx 

, - ( n + l ) / 2 - ( n + l ) / 2 - + 
+ Pv0 PvL Qv 

•"+a(x) 

dx 

, -<«+l) /2 
+ Pi<0 

For n even, 

dq} 

and 

dq; 

•"+a(x) 

dx 

dq;<"{x) 

dx 

- ( » + l ) / 2 -=-, 
PvL Qv 

dq^(x) 
dx 

, - (n/2+1) -n/2 -r -
+ Pv0 PvL Qv 

•"+a(x) dq;-n(x) 

,t , dT} (xL-~x'\,-x) 
(XL) -. 

dx 
(15a) 

, , . dTv (xp—X„—X) , , . , . 
(*o . (156) 

dx 

dx 

dx dx 

+ Pv0 PvL qv (XL) 

dT;(x0-xl-x) 
dx 

For all n the boundary conditions are 

Q; (xo)=Pv0<lv '" a{Xo)+ireMIvl„ 

(15rf) 

(15c) 

and 

q;'"+"(xL) =PvLq:-"+a(xL) + ̂ vLIvbL. (15/) 

In the differential Eqs. (15«)-(15cf) the entire fluxes 
(q"+a) are being determined, not just the additional portions 
as in Eqs. (10) and (14). The first terms on the right-hand sides 
of Eqs. (15a)-(15d) are series expansion portions, and the 
second terms are additional portions. In Eqs. (I5a)-(l5d) the 
highest order transmittances available are used, but the radi-
osities in the second terms on the right-hand sides of the equa
tions imply the use of all orders of wall fluxes to obtain a value 
for the additional flux. While it is not immediately obvious, 
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Eq. (15) reduces to the sum of the series solutions and the 
additional flux solutions from Eq. (10) for n = 0. 

All approximation methods presented above, except the 
truncation method, give exact results for the gray gas analysis. 
This is because the only approximation in methods II, III, and 
IV is that of neglecting correlation effects in obtaining the 
additional fluxes by assuming gray-bands: The differences in 
the three methods are in how closely each method approximates 
the spectral nature of the flux represented by the truncated 
terms of the series expansion. 

IV Discretized Equations 

In order to solve Eq. (7) and the corresponding negative-
flux equation, a numerical technique is required. Equation (7) 
in discretized form is 

Table 1 Comparisons of the four approximate methods for p„ 
(3755 c m " 1 H20 band, Tg = 1000 K, T„ = 500 K) 

0.5 

«f;.- = i r tjoIjboTjfi-.i+ _2J / /» ,*+I /2(T/ ,*+I-J— Tf^-j) 
k = 0 

+ 2 *Pkn+lV2p}rlV2 

L 
(m) 

0.01 

0.1 

1.0 

Order 

0 

1 

2 

3 

4 

5 
0 

1 

2 

3 

4 

5 
0 

1 

•2 

3 

4 

5 

Magnitude of Wall Flux (kW/W) 

I 
0.77871 

0.69798 

0.67084 

0.66103 

0.65732 

0.65586 
3.8340 

2.6821 

2.5223 

2.4864 

2.4765 

2.4735 
8.4884 

4.9117 

4.7586 

4.7278 

4.7194 

4.7167 

n 
0.69111 

0.66441 

0.65738 

0.65547 

0.65497 

0.65485 
2.5751 

2.4646 

2.4663 

2.4695 

2.4709 

2.4715 
4.8259 

4.7163 

4.7124 

4.7134 

4.7143 

4.7148 

m 
0.69111 

0.66744 

0.65948 

0.65662 

0.65555 

0.65514 
2.5751 

2.4948 

2.4785 

2.4740 

2.4726 

2.4721 
4.8259 
4.7414 

4.7229 

4.7177 

4.7161 

4.7156 

TV 
0.69111 

0.66582 

0.65812 

0.65580 

0.65511 

0.65492 
2.5751 

2.4737 

2.4689 

2.4703 

2.4712 

2.4716 
4.8259 

4.7241 

4.7152 

4.7145 

4.7147 

4.7150 

Slab Centerline Radiative 
Source Term (kW/m3) 

I 
-153.49 

-137.85 

-132.55 

-130.62 

-129.88 

-129.59 
-64.833 

-46.844 

-43.947 

-43.270 

-43.080 

-43.021 
-7.9946 

-5.2378 

-4.9721 

-4.9145 

-4.8982 

-4.8930 

II 
-136.28 

-131.26 

-129.90 

-129.52 

-129.42 

-129.40 
-44.122 

-43.156 

-42.979 

-42.973 

-42.980 

-42.985 
-5.0092 

-4.9410 

-4.8932 

-4.8887 

-4.8890 

-4.8895 

III 
-136.28 

-131.82 

-130.29 

-129.74 

-129.53 

-129.45 
-44.122 

-43.367 

-43.108 

-43.030 

^13.004 

-42.995 
-5.0092 

-4.9353 

-4.9042 

-4.8948 

-4.8918 

-4.8907 

rv 
-136.28 

-131.50 

-130.02 

-129.58 

-129.44 

-129.41 
-44.122 

-42.978 

-42.926 

-42.957 

-42.976 

-42.984 
-5.0092 

-4.9043 

-4.8895 

—4.8884 

-4.8890 

-4.8896 

M-\ 

+ ^ j Ijb,k+U2 
k = 0 

(Tj,k-wn-~i— 7y,Ar+l-)v"-;) 

+ 2 J *pj° pJL 

I ejoIjboTjfi-w"-~i 

n = 2,4,6... 
M - l _ _ 

+ ^j Ijb,k+\n{Tjtk+\-.rfi-i—Tjtk^wn.,i) 
* = 0 

(16) 

where the subscripts 0 and M denote wall locations, / and k 
denote discretized control volume face locations, and / + 
1/2 and k + 1/2 denote control volume center points (see Fig. 

In Fig. 1 the two positive-direction slab-transmittance func
tions required for the n = 2 term in Eq. (16) are shown on 
the left. The difference of these transmittance functions mul
tiplied by Ijb,i-i/2 gives the amount of emitted radiant energy 
by control volume i - 1/2 that reaches the control surface i. 
The summation signs in Eq. (16) indicate that this type of 
emission calculation must be included from every control vol
ume. The two negative-direction slab transmittance functions 
required for the n = 2 term of the ~qj flux are shown on the 
right of Fig. 1. 

Equation (14) in discretized form is 

Qtf-
T + 

r— — — — (7-i -* j,W— H>"—*/" 
: W/,extra,0 + PjoQj,0 J S t Tin 

(17a) 

and 

Qjf = [^,extra,L + PJLVJI - J j ^ ^ ' ' • ( 1 7 * ) 
* j,w~wn ! — M 

Positive and negative directed fluxes can then be obtained from 
Eq. (12). The n + a superscript on the fluxes will be dropped 
for the rest of the paper. 

The entire n + a flux at any location x (or index /) is 
j 

Qt=^i {QH-qTj)toj (18) 
y=i 

and the total radiative source term is found from 

Table 2 Comparisons of the four 
(3755 cm"1 H20 band, Tg = 1000 K 

L 
(m) 

0.01 

0.1 

1.0 

Order 

0 

1 

2 

3 

4 

5 
0 

1 

2 

3 

4 

5 
0 

1 

2 

3 

4 

5 

approximate methods for p„ 
, T„ = 500 K) 

Magnitude of Wall Flux (kW/m2) 

I 
0.78037 

0.63628 

0.54925 

0.49276 

0.45429 

0.42720 
3.8426 

1.7726 

1.2569 

1.0488 

0.94601 

0.88887 
8.5102 

2.0767 

1.5829 

1.4053 

1.3176 

1.2677 

II 
0.38684 

0.36208 

0.34989 

0.34364 

0.34046 

0.33892 
0.82853 

0.76741 

0.76357 

0.76532 

0.76742 

0.76914 
1.2257 

1.1562 

1.1462 

1.1456 

1.1475 

1.1500 

m 
0.38684 

0.37466 

0.36645 

0.36069 

0.35653 

0.35346 
0.82853 

0.81023 

0.80040 

0.79417 

0.78989 

0.78680 
1.2257 

1.2018 

1.1895 

1.1822 

1.1775 

1.1744 

IV 
0.38684 

0.37315 

0.36341 

0.35654 

0.35174 

0.34842 
0.82853 

0.80102 

0.78805 

0.78216 

0.77939 

0.77797 
1.2257 

1.1926 

1.1778 

1.1700 

1.1659 

1.1638 

= 0.9 

Slab Centerline Radiative 
Source Term (kW/m3) 

I 
-153.81 

-125.92 

-108.90 

-97.787 

-90.194 

-84.832 
-64.981 

-32.666 

-23.319 

-19.397 

-17.424 

-16.315 
-8.0188 

-3.0652 

-2.2088 

-1.8759 

-1.7072 

-1.6101 

II 
-76.421 

-71.952 

-69.637 

-68.407 

-67.756 

-67.425 
-14.688 

-15.295 

-14.603 

-14.302 

-14.169 

-14.107 
-1.4787 

-1.5743 

-1.4354 

-1.4015 

-1.3920 

-1.3902 

III 
-76.421 

-74.199 

-72.655 

-71.554 

-70.750 

-70.152 
-14.688 

-14.685 

-14.547 

-14.441 

-14.362 

-14.304 
-1.4787 

-1.4717 

-1.4529 

-1.4402 

-1.4317 

-1.4258 

IV 
-76.421 

-73.899 

-72.052 

-70.730 

-69.798 

-69.149 
-14.688 

-14.515 

-14.312 

-14.208 

-14.157 

-14.130 
-1.4787 

-1.4549 

-1.4304 

-1.4164 

-1.4088 

-1.4050 

g f + l - g / (19) 

Equations (18) and (19) hold for any order of solution, with 
or without an approximation, as long as consistent quantities 
are used. 

V Results and Discussion 
' Gray wall reflectivities, pw, of 0.5 and 0.9 are considered in 
this study. It is possible to handle wall reflectivities that vary 
slowly with wavenumber using this method, but that effect is 
not considered in this paper. 

The first temperature profile considered is uniform with the 
gas at 1000 K and the walls at 500 K. The walls are kept at a 
finite temperature to include the effects of wall emission in 
the survey of approximation techniques. For the results in 
Tables 1 and 2, only the 3755 cm"1 (2.7 /mi) band of pure 
H2O vapor at one atmosphere is considered, using property 

Journal of Heat Transfer AUGUST 1993, Vol. 115/649 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Wall flux and source term data for C02 utilizing methods I and 
III (3715 c m " 1 C02 band, Tg = 1000 K, Tw = 500 K) 

L 
(m) 

0.01 

0.1 

1.0 

Order 

0 

1 

2 

3 

4 

5 
0 

1 

2 

3 

4 

5 
0 

1 

2 

3 

4 

5 

Magnitude of Wall Flux (kW/m2) 

P =0.5 

I 
0.41482 

0.36151 

0.34508 

0.33947 

0.33744 

0.33667 
1.7915 

1.1835 

1.1129 

1.0985 

1.0948 

1.0937 
3.2400 

1.7484 

1.7146 

1.7091 

1.7077 

1.7073 

III 
0.35867 

0.34341 

0.33869 

0.33709 

0.33651 

0.33630 
1.1360 

1.1015 

1.0954 

1.0939 

1.0935 

1.0933 
1.7281 

1.7115 

1.7083 

1.7075 

1.7072 

1.7072 

P» = 0-9 

I 
0.41571 

0.32036 

0.26754 

0.23517 

0.21405 

0.19965 
1.7954 

0.7022 

0.4741 

0.3903 

0.3520 

0.3322 
3.2473 

0.5631 

0.4537 

0.4218 

0.4076 

0.3999 

m 
0.18078 

0.17398 

0.16966 

0.16676 

0.16474 

0.16329 
0.3147 

0.3083 

0.3053 

0.3036 

0.3026 

0.3019 
0.3985 

0.3933 

0.3906 

0.3889 

0.3879 

0.3871 

Slab Centerline Radiative 
Source Term (kW/rrr1) 

P =0.5 

I 
-8-1.145 

-70.956 

-67.765 

-66.667 

-66.266 

-66.114 
-28.518 

-19.588 

-18.329 

-18.060 

-17.990 

-17.970 
-2.1700 

-1.3185 

-1.2627 

-1.2526 

-1.2500 

-1.2492 

III 
-70.197 

-67.395 

-66.501 

-66.194 

-66.082 

-66.040 
-18.291 

-18.087 

-17.997 

-17.972 

-17.964 

-17.961 
-1.2588 

-1.2560 

-1.2511 

-1.2496 

-1.2491 

-1.2489 

P . = 0-9 
I 

-81.319 

-63.099 

-52.844 

-46.505 

-42.348 

-39.506 
-28.581 

-12.529 

-8.4613 

-6.8983 

-6.1692 

-5.7862 
-2.1752 

-0.6436 

-0.4635 

-0.4049 

-0.3778 

-0.3629 

ni 
-35.455 

-34.276 

-33.486 

-32.941 

-32.554 

-32.274 
-5.2096 

-5.2819 

-5.2496 

-5.2234 

-5.2048 

-5.1916 
-0.3464 

-0.3482 

-0.3440 

-0.3411 

-0.3391 

-0.3376 

data from Hartmann et al. (1984) in the range 2875 cm"1 to 
4250 cm-1. Table 3 shows results for the 3715 cm"' (2.7 nm) 
band of pure C02 at one atmosphere, using data from Soufiani 
et al. (1985) in the range 3275 cm"1 to 3875 cm"1. 

A survey of approximate methods for the one H20 band is 
shown in Table 1 for pw = 0.5 and in Table 2 for pw = 0.9. 
The wall flux magnitudes and the centerline radiative source 
terms using four methods discussed in the "Approximations" 
section are shown in the tables. 

In the numerical analysis, nine evenly spaced JX directions 
were used in a hemisphere to perform angular integrations for 
slab-transmittance functions. Increasing the number of direc
tions with Simpsons's Rule showed that the integrations con
verge to three significant digits with nine directions. The data 
in the tables are shown to five digits. Even though the last two 
digits have no meaning on an absolute basis, they are helpful 
for comparing numbers within the two tables. Considering only 
one absorption band and a small number of angles reduced 
the computation costs while still allowing for meaningful com
parisons between the approximation methods. 

The general trend in Table 1 is that methods II, III, and IV 
show reasonable results even for the zeroth and first orders. 
Method I lags behind the other techniques in convergence, 
because higher order terms are simply negelcted in this method. 
Methods II and IV usually give results that are slightly closer 
to fifth-order results than method III. The fifth-order results 
of methods II, III, and IV are the same to three significant 
figures, and are slightly smaller than the fifth-order method I 
result. Zeroth-order results for methods II, III, and IV are 
identical and are within 5.4 percent of the fifth-order method 
I result, and first-order closure results are within 1.8 percent. 

All four methods in Table 1 show monotonically decreasing 
magnitudes toward correct results for each succeeding higher 
order solution for L = 0.01 m. This behavior is not seen for 
methods II and IV with larger plate spacings. Although the 
oscillations are small, this solution behavior is undesirable. A 
steadily decreasing behavior is desirable so that an assessment 
of the error in each order of the solution can be made. 

Table 2 results for p„ = 0.9 show slower convergence than 
Table 1 results for pw = 0.5. Method I does not even show 
the first two digits repeating for the fourth and fifth orders. 
This is understandable for strongly reflecting walls, since the 
truncation solution simply neglects higher order reflections. 

Since fifth-order method III results in Table 1 show best agree
ment with correct solutions (fifth-order method I), the results 
from the fifth-order method III approximation will be used 
here as a convenient standard for comparison. This is not to 
imply that fifth-order method III solutions are necessarily ex
act. 

In Table 2 as in Table 1, the oscillations in method II wall 
flux and radiative source-term solutions are present for L = 
0.1 and 1.0 m. No oscillations are present for method IV, and 
method III results are once again well behaved. The first-order 
wall flux solutions for methods II and IV are closer to the 
fifth-order results than method III; however, in this case the 
first-order method II radiative source term can be less accurate 
than a zeroth-order solution. All zeroth-order approximate 
solutions are within 9.4 percent of the fifth-order method III 
result, and within 6.0 percent for first-order solutions. 

The results from method III are well behaved because the 
highest order available slab-transmittances and wall fluxes are 
used in the analysis, and this best approximates the trends of 
the neglected terms. In method II the highest order wall flux 
is used, but the zeroth-order slab-transmittances are used for 
every order of approximation. As mentioned in the "Ap
proximations" section, the zeroth-order slab-transmittance is 
smaller than higher order slab-transmittances for the same path 
length. In method IV highest order transmittances are used, 
but the wall flux is basically a combination of all orders of 
terms up to and including order n with the zeroth and first-
order terms being dominant. Unlike methods II and IV, method 
HI always uses the best information available on the correlation 
effects for the required wall fluxes and slab-transmittances. 
Since method III shows the best characteristics, this approx
imation will be used in the rest of the results presented. 

Table 3 presents the wall flux magnitudes and the centerline 
radiative source terms for the pure C02 gas layer at 1000 K, 
bounded by diffusely reflecting walls at 500 K. Only the trun
cation solution (method I) and the best-behaved approximation 
solution for the H20 analysis (method III) are compared for 
p„ of 0.5 and 0.9. 

The C02 results in Table 3 also show that reasonable results 
are obtained with just a zeroth or first-order method III so
lution. Method I lags behind method III results in convergence, 
but higher order solutions are seen to approach limiting final 
solutions faster for pw = 0.5 than for pw = 0.9. For pw = 
0.5, the zeroth-order method HI results are within 6.7 percent 
of the corresponding fifth-order method III results, and the 
first-order results are within 2.2 percent. For pw = 0.9, the 
zeroth-order method III results are within 10.8 percent of the 
corresponding fifth-order method III results, and the first-
order results are within 6.6 percent. This is similar to the H20 
results. Method III wall flux results for C02 are still well 
behaved, decreasing toward higher order solutions without any 
oscillation for all cases considered. Small fluctuations in method 
III radiative source terms are seen for the highly reflecting pw 
= 0.9 and L = 0.1 m and 1.0 m. 

Finally, H20 gas layers are considered to show the effects 
of nonuniform temperature and concentration profiles. For 
the data presented in Figs. 2-4, all important water absorption 
bands are considered (rotation band, 6.3, 2.7, 1.87, and 1.38 
/*m). Results are presented for two temperature profiles in 
combination with two concentration profiles. The uniform 
temperature profile used in Tables 1-3 is again used, and a 
parabolic-like temperature profile described by Kim et al. (1991) 
is also used. The maximum temperature of this profile is 1111 
K, and the wall temperatures are 400 K. A pure, uniform H20 
concentration profile and a parabolic concentration profile (see 
Kim et al., 1991) are the distributions of the participating 
species used. The parabolic concentration profile is 100 percent 
H20 at the center and 0 percent at the walls. Since the total 
pressure is always kept at one atmosphere for all the data 
presented in this paper, the remaining gas in the parabolic 
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Fig. 2 Radiative source distributions for the parabolic-like temperature 
profile, uniform H20 concentration profile, pw = 0.9, and L = 0.1 m 

concentration profile is nitrogen. Nitrogen is a nonparticipat-
ing gas, but it affects how H20 vapor emits and absorbs ra
diation. 

Results for a parabolic-like temperature profile with a pure 
H2O concentration are shown in Fig. 2. This case was analyzed 
using the S-N discrete ordinates method by Menart et al. (1993). 
In Fig. 2 the second-order S-N results using approximation 
method IV are located directly over the second-order flux tech
nique results using method III. While not presented here, ex
cellent agreement has been obtained between the flux and S-
N solutions for all cases of Menart et al. (1993). For the sit
uation in Fig. 2 the gas is a net emitter everywhere except close 
to walls. The gas near the walls is a net absorber due to the 
wall radiation. Note that third-order truncation method so
lutions lie just below method III results, indicating near con
vergence. 

In Fig. 3 the uniform temperature profile with a parabolic 
concentration profile is considered. Again up to a third-order 
solution is shown with practically no difference in method III 
results. This time, however, the difference between method III 
results and the third-order truncation solutions is very notice
able. These particular temperature and concentration profiles 
allow a greater fraction of the radiant energy to survive more 
than three passes through the absorbing gas media. 

Figure 4 presents the combined case of the parabolic type 
temperature profile (Fig. 2), and the parabolic concentration 
profile (Fig. 3). The two humps in these radiative source pro
files near the walls can be explained as follows. The gas next 
to radiating walls tends to be a net absorber as was seen in 
Fig. 2. Furthermore, since the H20 concentration goes to zero 
at the walls, the radiative source terms must also go to zero 
at the walls. This is seen to occur in Fig. 4 as well as Fig. 3. 
The curves do not go exactly to zero because 20 control volumes 
were used in this analysis, and the closest gas grid point is 
located at a small distance from a wall. The hump in the middle 
is present, because the hot gas in the center portion of the slab 
is a net emitter in Figs. 2, 3, and 4. 

VI Conclusions 
Another method of studying the spectral correlation effects 

between the wall reflected radiant energy and the transmittance 
has been developed. This particular technique is restricted to 
the planar geometry, but the formulation begins with the fa
miliar flux equations for an absorbing, emitting medium. It 
may thus be easier to understand some of the principles in
volved in molecular gas radiative heat transfer between re-
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Fig. 4 Radiative source distributions for the parabolic-like temperature 
profile, parabolic H20 concentration profile, p„ = 0.9, and L = 0.1 m 

fleeting walls utilizing this method as compared to other more 
advanced techniques. 

Furthermore, the flux method requires less computational 
time than the rigorous discrete ordinates technique for nongray 
gases. This allows higher order solutions to be calculated at a 
rhore reasonable cost. Higher order solutions are needed for 
comparing approximation techniques. A comparison of Cray-
YMP C.P.U. times for the case in Fig. 2 for example, shows 
that the zeroth-order flux method is more than 30 times faster 
than a comparable accuracy S-N method. The second-order 
flux method requiring almost 200 s is about 20 times faster 
than the S-N method. The C.P.U. times are a strong function 
of order of approximation and discretization. 

A single H26 absorption band study showed that approxi
mation methods II, III, and IV all give reasonable results, but 
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method III is the most well behaved and allows for an as
sessment of errors at a given order of solution. Methods II 
and IV show undesirable oscillations as the order of solution 
is increased. Regardless of the method, higher order solutions 
are required to obtain good accuracy for high wall-reflectivity 
problems. For pw < 0.5, zeroth-order approximations predict 
the fluxes and radiative source terms to within 5.4 percent. 
For p„ = 0.9, the zeroth-order method III solutions are within 
9.4 percent of the fifth-order results. While more accurate 
results are obtained with higher order solutions, the computer 
times for higher order solutions increase at an exponential rate 
while the accuracy increases very slowly. When a single band 
of C02 was studied, there was little difference in the findings 
from those of the single H20 band study. 

Methods I and III are also used to study nonisothermal and 
inhomogeneous H20 layers, including all important absorption 
bands. Method III approximate solutions for radiation source 
distributions show little differences between successive orders. 
The gas concentration and temperature profiles of the slab are 
shown to have an important effect on the radiative source 
distributions. 

Since the conclusions drawn in this paper are based on the 
data presented, care should be exercised in extending them to 
other conditions. The strongest influence on the order of so
lution required for a desired accuracy appears to be the wall 
reflectivities, but there are other factors such as wall and gas 
temperatures, optical depth, type of absorbing species, and 
concentration profile of the absorbing species. A more exten
sive study needs to be performed to determine the effects of 
all of the pertinent parameters for a given application. 
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A Study of (n Situ Specific 
Absorption Coefficients of Soot 
Particles in Laminar Flat Flames 
Simultaneous measurements of absorption at 632 nm and emission at 800 nm and 
900 nm along diametric paths are used to infer soot volume fractions based on both 
absorption and emission and temperatures based on emission in laminar, premixed 
flat flames. Agreement between soot volume fractions based on emission and ab
sorption is used as an indicator of homogeneity of the optical path. Emission 
measurements at the gas band-free wavelengths of 2300 nm and 4000 nm for ho
mogeneous paths are used to infer the specific absorption coefficients of soot par
ticles. The results for methane, propane, and ethylene mixed with nitrogen and 
oxygen show insensitivity of the specific absorption coefficients to fuel type and 
weak dependence on temperature. An in situ check of optical homogeneity is crucial 
in obtaining reliable measurements of optical properties. 

Introduction 
Radiation from soot particles is the primary mechanism of 

heat transfer in strongly radiating flames. Theoretical predic
tions of radiative heat transfer require the spectral emissivity 
of soot, primarily in the infrared wavelength region from 1 to 
5 fim. The spectral emissivity depends on the specific absorp
tion coefficient (defined as absorption coefficient per unit vol
ume fraction) and the volume fraction of soot particles. 
Following the work of Dalzell and Sarofim (1969) and Lee and 
Tien (1981), specific absorption coefficients of soot particles 
have been considered insensitive to fuel type (C/H ratio) and 
temperature, providing a convenient method for calculating 
flame radiation. 

Dalzell and Sarofim (1969) and Lee and Tien (1981) used 
the dispersion equations to calculate the refractive indices of 
soot. Dalzell and Sarofim (1969) deduced the dispersion con
stants for propane and acetylene soot particles using reflectance 
data from compressed pellets. They reported a weak depend
ence (25 percent variation at 4 /xm) of the specific absorption 
coefficients on fuel type. Lee and Tien (1981) used the in situ 
two-color extinction data of Pagni and Bard (1979) to find the 
dispersion constants of soot. This technique showed that the 
refractive indices of soot are independent of C/H ratio and 
weakly dependent on temperature. The values of the specific 
absorption coefficients obtained by Lee and Tien (1981) agreed 
with those of Dalzell and Sarofim (1960) in the infrared, even 
though there were substantial differences in the visible part of 
the spectrum. 

Charalampopoulos and Felske (1987) and Charalampopou-
los and Chang (1988) have reported in situ measurements of 
soot refractive indices at ultraviolet and visible wavelengths in 
premixed flat flames. The extinction coefficients were found 
to vary by less than 30 percent with the height above the burner. 
A 30 percent variation in the refractive indices in the visible 
leads to a much smaller variation in the infrared based on the 
dispersion equations of Dalzell and Sarofim (1969) and Lee 
and Tien (1981). 

Accordingly, radiation predictions in luminous flames (Tien 
and Lee, 1982; Grosshandler and Vantelon, 1985; Gore and 
Faeth, 1986, 1988; Sivathanu and Gore, 1991; Sivathanu et 
al., 1991; Klassen et al., 1992; Gore et al., 1991) have been 
routinely obtained using refractive indices of soot that are 
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independent of fuel type and C/H ratios. Gore and Faeth 
(1986, 1988) used the refractive indices of soot reported by 
Dalzell and Sarofim (1969) to predict spectral radiation inten
sities from turbulent acetylene and ethylene flames. The pre
dictions showed similar trends for both fuels. Sivathanu and 
Gore (1991) used the refractive indices reported by Dalzell and 
Sarofim (1969) to predict spectral radiation intensities in tur
bulent acetylene and propylene flames. Recently, Klassen et 
al. (1992) and Gore et al. (1991) used the same values of 
refractive indices of soot to predict spectral radiation from 
buoyant toluene and heptane pool flames. 

In contrast to the above studies, Ben Hamadi et al. (1987) 
and Habib and Vervisch (1988) reported significant effects of 
fuel type and local C/H ratio (factor of 5 at 4 nm) on the 
extinction coefficients of soot based on in situ emission and 
absorption measurements in laminar flat flames. With this 
finding the problem of predicting radiation from turbulent 
flames becomes intractable, since the local C/H ratio has to 
be found in addition to soot volume fractions and tempera
tures. The measurements on which Habib and Vervisch (1988) 
base their conclusions regarding the high sensitivity to C/H 
ratios involve a single operating condition for premixed flames 
burning CH4, C3H8, or C2H4. 

Based on these observations, the objectives of the present 
work were: (1) to determine the specific absorption coefficients 
of soot at two representative infrared wavelengths of CH4, 
C3H8, and C2H4/air-02 flames with optically homogeneous 
paths for a range of temperatures and soot volume fractions. 
Specific absorption coefficients depend on the optical prop
erties of soot particles and not on the volume fractions. There
fore asX is the logical variable for comparing the optical 
properties of soot in different flames; (2) to compare the re
sulting data with existing estimates; and (3) to evaluate the 
effect of optical inhomogeneity on the measurements of spe
cific absorption coefficients. 

Experimental Methods 
The experimental apparatus consisted of a 60-mm-dia pre

mixed flat flame burner (manufactured by Mckenna Products). 
Mixtures of fuel, oxygen, and air were supplied to the burner 
through calibrated rotameters. The flames were surrounded 
by a co-flow of inert gas (nitrogen or argon). The results were 
independent of the choice of inert gas. The flames were sta
bilized by a porous ceramic disk placed 50 mm above the burner 
surface. The range of flow rates of the fuel, oxygen, and air 
is summarized in Table 1. A variety of equivalence ratios, total 
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flow rates, and 0 2 concentrations in the incoming stream were 
selected to provide a useful range of temperatures and soot 
volume fractions. All measurements were completed at a height 
of 18 mm above the burner and parallel to the burner surface. 
However, the residence times for the various measurements 
were different due to the changes in the velocity for the dif
ferent flow conditions. The heat loss to the burner surface also 
varied with total flow rate, providing a variety of heating 
histories for the fuels. 

A sketch of the four-wavelength emission/absorption probe 
is shown in Fig. 1. The intensity of a He-Ne laser beam, 
chopped at 1000 Hz, was measured before and after it traversed 
the flame to measure the extinction along the optical path. The 
laser beam after traversing the flame passed through a purged 
light guide, placed outside the flame, which also collimated 
the emission intensity from the flame. The stainless steel (6 

Table 1 List of operating conditions 

Fuel Fuel flow Oxygen flow Air flow Equivalence 

rate (mg/sec) rate (mg/sec) rate (mg/sec) Ratios 

Methane 

Propane 

Ethylene 

25 -71 

25 - 65 

28 - 66 

40 - 101 

40 - 94 

0 - 101 

0.0 

0.0 

0 - 266 

2.1 - 2.9 

2.0 - 3.5 

2.0 - 3.6 

mm diameter, 500 mm long) light guide defined the viewing 
angle (0.5 deg) and area (6 mm diameter) for the emission 
measurements. Harmonics of shorter wavelengths were elim
inated by using two different order sorting filters. The intensity 
emerging from the light guide was first passed through an 
optical edge filter, which separated the shorter (<1000 nm) 
and the longer (> 1000 nm) wavelengths. The intensity at longer 
wavelengths was passed through a chopper operated at 400 Hz 
on to a monochromator (Oriel Corp.) set at 4000 nm or 2300 
nm with a band width of 40 nm. The intensity of light leaving 
the exit slit of the monochromator was measured by a liquid 
nitrogen cooled InAs detector. The intensity in the lower wave
length region of the spectrum was further divided into three 
parts using two beam-splitters. One part was sent to a laser 
power detector with an optical filter at 632 ± 1 nm. The other 
parts were sent to two photomultiplier tubes, which had narrow 
band pass (10 nm) optical filters at 800 and 900 nm. The signals 
from the laser power detector and the InAs detectors were 
passed through lock-in amplifiers. All four signals were filtered 
at 1 Hz before being sampled by an A/D converter and stored 
in a laboratory computer. The photomultiplier tubes and the 
InAs detector were calibrated using a blackbody at 800 K. The 
resulting signal-to-noise ratios were greater than 100 at all four 
wavelengths. 

The emission intensity at a wavelength X is 

r _(l-exp(-as>fveS))2hc1 

Xe \5(exp(hc/MT)-l) ' () 

Spectrometer 

rChopper (typ. 

Laser 

To A/D 
Converter 
(typ-) 

Fig. 1 Sketch of four-wavelength absorption/emission probe 

N o m e n c l a t u r e 

Ox = absorption coefficient of soot 
particles 

asx = specific absorption coefficient 
of soot particles = ax/fve 

c = velocity of light 
/„„ = soot volume fraction based on 

extinction data 
fm = soot volume fraction based on 

emission data 

h 

k 

Planck's constant 
spectral radiation intensity emit
ted by the flame 
laser intensity before entering 
probe volume 
unit imaginary number 
Boltzmann constant, imaginary 
part of the refractive index of 
soot 

m 
n 

T 
x 
X 

mass flow rate 
real part of the refractive index 
of soot 
distance along the radiation 
path 
temperature 
height above burner surface 
wavelength 
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T,: Small entrainment and radiative loss 
almost homogeneous condition 

T2: Large entrainment and radiative 
loss, inhomogeneous condition 

FLAME STABILIZER 

T, lv Profiles 
at Measurement 
Location 

Fig. 2 Qualitative radial distribution of temperatures and soot volume 
fractions in a premixed flat-flame burner 

where S is the length of the radiation path, T is the emission 
temperature, «,x is the specific absorption coefficient, and/„e 
is the soot volume fraction. Out of the four measurements of 
emission intensity, the two in the relatively short wavelength 
region (800 and 900 nm) were used to obtain the temperature, 
T, and the soot volume fraction, fve. To solve these equations, 
the values of asX at 800 and 900 nm are needed. These are 
related to the complex refractive index of soot particles (n -
ik) as: 

36irnk 
QsX=:\((n2-k2 + 2)2 + (2nk)2) (2) 

There is considerable discussion regarding the appropriate 
values of n, k. Therefore, three different values from the lit
erature were used (Dalzell and Sarofim, 1969; Lee and Tien, 
1981; Habib and Vervisch, 1988). It is noted that the values 
recommended by Habib and Vervisch (1988) depend on the 
fuel type. For a given set of refractive indices the uncertainty 
based on rms of the measurements for fixed operating con
ditions was less than 10 percent for the soot volume fraction 
measurements, and less than 25 K for the temperature meas
urements. The repeatability of the data during separate runs 
for apparently identical operating conditions was within 30 
percent for soot volume fractions and within 50 K for tem
peratures. Differences caused by different estimates of the 
refractive indices at 800 and 900 nm are discussed in the next 
section. 

Using the T and fve obtained above, the measurements of 
intensity at 2300 and 4000 nm were used to calculate the specific 
absorption coefficients, asX, at these wavelengths. These values 
are compared to the estimates from the three sets of constants 
given by Dalzell and Sarofim (1969), Lee and Tien (1981), and 
Habib and Vervisch (1988). 

In the present experiments and those of Habib and Vervisch 
(1988) and Ben Hamadi et al. (1987), T and/^ were assumed 
to be constant over the radiation path S. This assumption is 
based on the fact that the flames are one dimensional and the 
entire optical path is at a fixed height above the burner surface. 
Ben Hamadi et al. (1987) and Habib and Vervisch (1988) cite 
satisfactory flatness of the flame up to 25 mm above the burner, 
based on measurements of CO and C02 concentrations. The 
radial distributions of gas concentration measurements re
ported in Ben Hamadi's (1984) thesis are restricted to one 
operating condition and one height above the burner. Ben 
Hamadi et al. (1987) also cite the work of Prado et al. (1981) 
in support of the homogeneity of flat flames in similar burners. 
The tests of Prado et al. (1981) involved laser scattering meas
urements, which rely on the homogeneity of the soot volume 

fraction profile alone. For emission measurements, the tem
perature profile must be homogeneous in addition to the soot 
volume fraction profile. 

Figure 2 shows a sketch of the qualitative distributions of 
temperature and soot volume fraction at two different heights 
above a flat flame. For a uniform one-dimensional flame, the 
temperature and soot volume fraction are independent of radial 
position near the flame surface. The temperature decreases to 
that of the shroud gas and the soot volume fraction decreases 
to zero in a narrow region separating the flame and the shroud 
flow. As the axial distance from the flame is increased, the 
entrainment of shroud gases leads to the development of var
iations in temperature as a function of radial distance. Larger 
radiative heat losses from the locations at larger radii also 
contribute to the development of the temperature profile. The 
soot particles have zero diffusivity and therefore their volume 
fractions remain independent of radial position since ther-
mophoretic velocity effects are small. Thus, the soot particles 
at relatively larger radii are substantially colder than those near 
the axis. This effect causes optical inhomogeneity of the path. 
For high flame temperatures, buoyancy-induced velocity causes 
higher entrainment leading to greater inhomogeneity. Simi
larly, the inhomogeneity caused by radiative heat loss is a 
function of the soot volume fraction and the flame tempera
ture. Temperature profile T, results from relatively small 
amounts of entrainment and radiative losses while the profile 
designated T2 represents larger entrainment and heat loss. The 
profile T\ is close to being homogenous while the profile T2 
represents optical inhomogeneity. Thus, the optical homoge
neity of the path depends on specific operating conditions and 
height above the burner and is not a characteristic of the burner 
configuration. 

In the present study simultaneous extinction and emission 
measurements were used as an in situ check on optical ho
mogeneity. The fm were obtained from the measurements of 
extinction of the laser intensity at 632 nm: 

fva=-ln(Ix/Fx)/asXS (3) 
A necessary condition for optical homogeneity (Sivathanu et 
al., 1991) can be established by requiring that the soot volume 
fractions based on the emission measurements (fve) be equal 
to those obtained from the absorption measurement (fva). The 
/„„ obtained from Eq. (3) are compared to/„e since scattering 
in premixed flat flames is small compared to absorption (Char-
alampopoulos and Chang, 1991). In general, the equality of 
fm and/„(, does not constitute a sufficient condition for optical 
homogeneity. Varying distributions of soot volume fractions 
and temperatures may yield identical values of fm and fve. 
However, inhomogeneity in the present configuration is a de
parture from the homogeneous state by mixing and radiative 
transfer. Therefore, the condition of equality between fm and 
f„e is taken as a working definition of optical path homogeneity. 
In particular, homogeneity of both temperature and soot vol
ume fraction distributions is tested simultaneously by this 
method in situ for all operating conditions. It is noted that a 
more stringent test of homogeneity is certainly desirable in 
future work. However, as discussed later, the present conclu
sion regarding the lack of effects of fuel type is independent 
of the optical homogeneity criteria. 

Premixed methane, propane, and ethylene flames were stud
ied to examine the effects of fuel type. Optically homogeneous 
conditions were used to measure asX at 2300 and 4000 nm. 
Measurements at several optically inhomogeneous conditions 
were also completed to demonstrate the importance of optical 
homogeneity. 

Results and Discussion 
Figure 3 shows the measurements of specific absorption 

coefficients of soot, asX, at 4000 and 2300 nm plotted as a 

Journal of Heat Transfer AUGUST 1993, Vol. 115/655 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E 
a. 

CD 
O 
CJ 

c 
o 

a 

u 
CD 

Fig. 3 
tion of 
(1969) 

2 -

A = 4 0 0 0 n m C 2 H 4 A 

^ A 
A 

o 

C 3 H 8 o 
o. 

-+-+-

\ = 2 3 0 0 n m 

A 

A % * * Q 

0 
1300 1400 1500 1600 1700 1800 

Temperature (K) 
Specific absorption coefficients for 4000 and 2300 nm as a tunc-

temperature using asX at 800 and 900 nm from Dalzell and Sarofim 

Table 2 Representative estimates of temperature and soot volume frac
tions using different sets of refractive indices 

X, nm 

632 
800 
900 

Fuel 

Ethylene 

Propane 

Methane 

Dalzell and Sarofim 

7.71 
6.38 
5.88 

T(K) fve(ppm) 

1372 

1507 

1627 

1449 

1527 

1690 

1561 

1570 

1614 

1.21 

1.32 

0.31 

1.49 

0.90 

0.32 

1.65 

0.56 

0.43 

Tien and Lee 

asX. u m " 

5.05 
4.19 
3.94 

1 

T(K) fVe(ppm) 

1392 

1531 

1655 

1471 

1552 

1720 

1587 

1596 

1642 

1.48 

1.61 

0.38 

1.81 

1.12 

0.39 

2.00 

0.70 

0.54 

Habib and Vervisch 

5.42a 
4.42 
3.99 

T(K) 

1367 

1501 

1620 

1430 

1506 

1664 

1538 

1547 

1590 

5.59b 
4.65 
4.26 

fve(ppm) 

1.76 

1.92 

0.44 

2.65 

1.57 

0.54 

2.94 

0.96 

0.74 

aSpecific absorption coefficients for propane and methane flames. 

bSpecific absorption coefficients for ethylene flames. 

function of temperature. These two wavelengths correspond 
to the gas-band free part of the spectrum. The data for the 
optically homogeneous conditions for the propane/oxygen, 
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Fig. 4 Specific absorption coefficients at 400 nm as a function of tem
perature using the asX at 800 and 900 nm from Dalzell and Sarofim (1969), 
Habib and Vervisch (1988), and Lee and Tien (1981) 

methane/oxygen and ethylene/(oxygen + air) flames are 
shown. All the values were calculated assuming the specific 
absorption coefficients, as\, reported by Dalzell and Sarofim 
(1969) for the 800 and 900 nm wavelengths. The results show 
that the specific absorption coefficients of soot (asX) in the 
infrared region are weakly dependent on temperature and in
dependent of the C/H ratio of the fuels studied. These ob
servations are consistent with the earlier findings of Lee and 
Tien (1981) and Dalzell and Sarofim (1969). 

The calculations of Tandfue were repeated using the values 
of tfjgoo and cts900 reported by Lee and Tien (1981) and Habib 
and Vervisch (1988). This procedure examines whether the fuel 
independence of asX at the relatively longer wavelengths is an 
artifact of using the constants reported by Dalzell and Sarofim. 
As listed in Table 2, the as\ reported by the three investigators 
are substantially different for the relatively short wavelengths. 
Consequently, the results following the three investigators pro
vide different estimates of r and /„ e for identical intensity data. 
The differences in T are relatively small due to the canceling 
effects of the changes in asx for the two wavelengths. The 
differences in fve are much larger since this quantity depends 
on a single asX. Table 2 shows selected estimates of T and / w 

resulting from the use of different values of as\ at 800 and 900 
nm in Eq. (1). The temperatures estimated using the as\ re
ported by Tien and Lee (1981) are approximately 25 K higher 
than those obtained using the values of asX provided by Dalzell 
and Sarofim (1969), and the soot volume fractions are about 
20 percent higher. The temperatures obtained using the aS), 
reported by Habib and Vervisch (1988) are close to those es
timated using the values of asX provided by Dalzell and Sarofim 
(1969), for ethylene flames, but about 25 K lower for the 
propane and the methane flames. However, the soot volume 
fractions are almost 50 percent higher in the ethylene flames 
and as much as 75 percent higher in the propane and methane 
flames. The range of temperatures for optically homogeneous 
conditions in the ethylene flames is larger than that in the 
propane and methane flames. However, there is sufficient 

' overlap between the temperatures and the soot volume frac
tions measured in the flames burning the three different fuels 
to allow a study of the effects of fuel type. 

Figure 4 shows the values of specific absorption coefficients 
at 4000 nm calculated using the T and fve data resulting from 
the different asX reported by the three investigators. It is noted 
that different sets of asK were used for the different fuels when 
utilizing the values reported by Habib and Vervisch (1988). 
The measurements of the specific absorption coefficient at 4000 
nm are, however, essentially independent of the fuel type. 
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Fig. 5 Comparison of the specific absorption coefficients from differ
ent models with the present data; data: A C2H4, o C3H8, © CH4; predic
tions: Dalzell and Sarofim—fuel independent; Lee and Tien —fuel 
independent, Habib and Verisch- C3H8, CH4; C2H4 

Figure 5 shows the predictions of specific absorption coef
ficients obtained using the refractive indices given by the three 
investigators plotted as a function of wavelength. The present 
experimental data averaged over all optically homogeneous 
operating conditions are plotted for comparison. The calcu
lated specific absorption coefficients for Dalzell and Sarofim 
(1969) and Lee and Tien (1981) are fuel independent while 
those of Habib and Vervisch (1988) depend on the fuel type. 
For all three cases, the measurements represented by the sym
bols are matched with the calculations at 800 and 900 nm. The 
measured asX in the infrared are independent of fuel type and 
agree with the calculations of Dalzell and Sarofim (1969) and 
Lee and Tien (1981) as shown in the first two parts of the 
figure. The refractive indices given by Habib and Vervisch 
(1988) result in an overestimation of the specific absorption 
coefficients at relatively longer wavelengths. Furthermore, in 
spite of the differences in the input as\ at the shorter wave
lengths for the different fuels, the measurements in the infrared 
show small effects of fuel type. 

The effects of optical inhomogeneity (defined as the ratio 
°f fve/fva) on the estimates of specific absorption coefficients 
are examined in Fig. 6. All data resulting from homogeneous 
and inhomogeneous conditions are shown together. The data 
within fve/fva = 0.8 and/„<,//„„ = 1.2 were considered prac
tically homogeneous for the results discussed above. Meas
urements outside the optically homogeneous band show a factor 
of 3 departure from the correct value of the specific absorption 
coefficient. If optically homogeneous conditions were selected 
for one fuel and not for the other fuels, the apparent asX would 
show spurious fuel property effects. It is noted that for both 
homogeneous and inhomogeneous conditions studied in the 
present work, the specific absorption coefficients for all three 
fuels show a similar departure from the baseline. Thus the 
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specific absorption coefficients are independent of fuel type 
for all values of fve/fva. 

Conclusions 
The present study used four-wavelength absorption/emis

sion measurements to infer the specific absorption coefficients 
of soot particles in the infrared region for three different fuels 
with varying C/H ratios. The major conclusions are: 
1 The specific absorption coefficients are independent of fuel 

type (C/H ratio) in the infrared region, which is of primary 
importance in the calculation of radiative heat transfer. 

2 The measurements of specific absorption coefficients are 
consistent with those reported by Dalzell and Sarofim (1969) 
and Lee and Tien (1981), and show a weak dependence on 
temperatures. The present experimental data are not con
sistent with refractive indices and the effects of fuel type 
described by Habib and Vervisch (1988). 

3 It is important to ensure in situ that the temperature and 
soot volume fractions are both homogeneous over the op
tical path if optical properties of soot are to be determined 
from emission/absorption measurements. In the present 
study a necessary condition for such homogeneity was es
tablished. Future work should involve an absolute check 
of the homogeneity of temperature and soot volume frac
tion profiles. 
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Effect of Surface Wettability on 
Active Nucleation Site Density 
During Pool Boiling of Water on a 
Vertical Surface-
Pool boiling of saturated water at 1 atm pressure has been investigated. In the 
experiments, copper surfaces prepared by following a well-defined procedure were 
used. The cumulative number density of the cavities and their shapes were determined 
with an optical microscope. The surface had a mirror finish and had a surface Ra 
(centerline average) value of less than 0.02 \im. The wettability of the surface was 
changed by controlling the degree of oxidation of the surface. In the experiments 
with the primary surface, the wall heat flux and superheat were determined with 
the help of thermocouples embedded in the test block. The density, spatial distri
bution, local distribution, and nearest-neighbor distance distribution of active nu
cleation sites in partial and fully developed nucleate boiling were determined from 
still pictures. 

Introduction 
Nucleate boiling heat transfer from a surface submerged in 

a pool of saturated liquid is influenced by many variables, 
such as surface finish; surface wettability; surface cleanliness; 
heater size, geometry, material, and thickness; liquid sub-
cooling; gravitational acceleration or orientation of the surface 
and flow velocity, etc. The degree of our understanding of the 
role played by each variable differs from one variable to an
other. Until recently, only sparse data had existed in the lit
erature from which inferences could be made with respect to 
the effect of surface wettability on nucleate boiling heat fluxes. 
The most recent experimental effort has shown that surface 
wettability affects not only nucleate and transition boiling but 
also the maximum and minimum heat fluxes. The objective 
of the present work is to quantify experimentally how surface 
wettability affects the active nucleation site density and the 
distribution of the active nucleation sites. 

Jakob (1949) was the first to report the relationship between 
wall heat flux and the density of active nucleation sites. How
ever, Jakob's observations were limited to relatively low heat 
fluxes because at high heat fluxes bubbles at neighboring sites 
start to merge; the merger of bubbles obscures the determi
nation of the sites that are active underneath a large bubble. 
To circumvent the difficulty encountered by Jakob and others 
in counting the active site density at high heat fluxes, Gaertner 
and Westwater (1960) employed a novel technique in which 
nickel salts were dissolved in water and the heater surface acted 
as one of the electrodes. During boiling precess, nickel was 
deposited on the heater surface. By counting the numbers of 
holes in the deposited layer, they were able to determine the 
number density of active nucleation sites and their dependence 
on heat flux. The data were found to correlate according to 

Ne-q
l (1) 

Hsu and Graham (1976) presented a summary of earlier ob
servations of several investigators with respect to the relation
ship between heat flux or heat transfer coefficient or wall 
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superheat and the active site density. A comparison of various 
observations indicates that generally the exponent on heat flux 
varies between 1 and 2.1, but the proportionality constant 
shows a much larger variation. It should be noted here that 
in none of these studies was effort made to specify the contact 
angle, the surface roughness, or the size distribution of the 
cavities present on the surface. All these parameters can affect 
the proportionality constant and to some extent the exponent. 
Gaertner and Westwater (1960), as well as Sultan and Judd 
(1978), have reported active nucleation site density data for 
water boiling at 1 atm pressure on horizontal copper surfaces. 
In both of these investigations smooth polished surfaces were 
used. The observed number density in Sultan and Judd's (1978) 
experiments is found to be several times higher than that re
ported by Gaertner and Westwater (1960). One qualitative 
explanation for the difference in the two sets of data can be 
given on the basis that the presence of nickel salts in water 
improved the surface wettability in Gaertner and Westwater's 
experiments, which in turn led to suppression of nucleation 
sites. 

Aside from the effect of surface wettability on the propensity 
for nucleation, the key question that has not yet been answered 
is the quantitative relationship between the cavities that are 
present on the surface and those that actually become active. 
A first attempt in this direction was made by Mikic and Roh-
senow (1969) who proposed that on commercial surfaces the 
cumulative number of active sites per unit area can be assumed 
to vary in partial nucleate boiling as 

Na~ 
Dc 

(2) 

where Ds is the diameter of the largest cavity present on the 
surface and m is an empirical constant. The size, Dc, of a cavity 
that nucleates at a wall superheat ATW is obtained from the 
expression 

Dc = 

4/icrrs a t 

p,hfgATw 

hDcq 
(3) 

2fkATw\ 

At not very high heat fluxes, the second term in the denom-

Journal of Heat Transfer AUGUST 1993, Vol. 115/659 

Copyright © 1993 by ASME
Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



inator in Eq. (3) is generally much less than unity and thus 
can be neglected. 

Bier et al. (1978) on the other hand have deduced an expres
sion for active site density from heat transfer data as 

ln7V„ 1 
D, 

(4) 

In Eq. (4), Na is the maximum value of Na occurring at 

Dc = 0. The value of in was found to depend on the manner 
in which a surface was prepared. With Freon-115 or Freon-11 
boiling on a chemically etched copper surface and on a turned 
surface, values of 0.42 and 0.26, respectively, were noted for 
m. 

Cornwell and Brown (1978) made a systematic study of active 
nucleation sites on copper surfaces during boiling of water at 
one atmosphere pressure. Their study was limited to low heat 
fluxes and the surface condition varied from smooth to a 
scratched rough surface. It was concluded that the active site 
density varied with wall superheat as 

N f l~A7lr (5) 
The proportionality constant in Eq. (5) increased with surface 
roughness but the exponent on ATW was independent of rough
ness. From an electron microscope measurement of cavity size 
distribution, they observed that the number density of cavities, 
Ns, on the surface was related to cavity size such that 

N,- J_ 
Dl 

(6) 

By assuming that only conical cavities existed on the surface 
and that a minimum value of trapped gas was needed for 
nucleation, they justified qualitatively the observed functional 
dependence of active site density on wall superheat. 

Recently Yang and Kim (1988) have made the first attempt 
to predict quantitatively the active nucleation sites from a 
knowledge of the size and cone angle distribution of cavities 
that are actually present on the surface. Using a scanning 
electron microscope (SEM) and a differential inference con
trast microscope (DIC), Yang and Kim obtained the cavity 
probability density function in terms of the cavity diameter 
and cone angle. For cavities with mouth diameter varying from 
0.65 to 6.2 )im, the cavity size distribution was found to fit a 
Poisson distribution 

whereas a normal distribution was used for cone half-angle B, 

f{8) = l(2Tr)[ns)"' exp [ - ( 0 - W/(2s2)] J8) 

In Eqs. (7) and (8), X and 5 are statistical parameters and 8 is 
the mean value of the cone half angle. To determine the number 
of cavities that will trap gas or vapor and will eventually become 
nucleation sites, they used the criterion developed by Bankoff 
(1958). According to this criterion, the cavities will trap gas/ 
vapor only if 

0>2/3 (9) 

Thus combining Eqs. (7), (8), and (9), the cumulative density 
of active nucleation sites was expressed as 

_ f*/2 

Na = Ns [(27r)1/2^]-1exp[-((3--8)2/(2s2)]d8 

Xe-
XDc/2dDc (10) 

f(Dc)=\e- (7) 

In the above equation Ns is the average density of cavities 
present on the surface and Ds is the diameter of the largest 
cavity present on the surface and is obtained from statistical 
considerations. The magnitude of these parameters depends 
on the heater material and on the procedure that is used to 
prepare the surface. The predicted active nucleation site density 
was found to compare well with the data obtained at very low 
wall superheats. Although the scope of their study was limited, 
it represented a rational approach to a very difficult problem. 
The use by Yang and Kim of a Poisson distribution function 
for the cavities that exist on the surface after polishing is 
consistent with Gaertner's (1963) observation that active nu
cleation sites were randomly located and could be represented 
by a Poisson distribution. However, transformation from the 
size distribution of cavities present on the surface to the density 
of sites that actually become active may be affected by several 
other parameters not included in the analysis of Yang and 
Kim. 

The nucleation sites are randomly distributed over the heater 
surface. Gaertner (1963) was the first to note that the local 
density of nucleation sites on a heater surface can be repre
sented by a Poisson distribution. He also derived the distri
bution of nearest-neighbor distances from the Poisson 
equation. Sultan and Judd (1978) also concluded that the active 
nucleation sites were located randomly on the heater surface 
and the distribution of nucleation sites fits the Poisson dis-

Nomenclature 

Ac = cavity mouth cross-sectional /,„ = 
area 

Dc = cavity mouth diameter /„ = 
Ds = maximum cavity diameter 
D* = cavity diameter based on /„ = 

cross-sectional area m = 
D'c = new cavity diameter after 

material to a depth Ah is re- na = 
moved 

/ = function defined by Eqs. (7) nas = 
and (8) 

fD = cavity mouth shape factor 
defined by Eq. (20) ns = 

/1./2 = constant in Eq. (3), a func
tion of contact angle Na = 

hfg = latent heat of vaporization Nas = 
k/ = thermal conductivity of liq

uid 
l„ = average nearest neighbor dis- Ns = 

tance between nucleation 
sites N, = 

most probable nearest-neigh
bor distance 
nearest-neighbor distance be
tween nucleation sites 
cutoff distance 
empirical constant in Eqs. 
(2) and (4) 
number of active nucleation 
sites on a given area 
number of surface cavities 
with cavity side angle less 
than x// on a given area 
number of surface cavities 
on a given area 
active nucleation site density 
surface cavity density with 
cavity mouth angle less than 

average density of cavities 
present on surface 
surface cavity density 

p« 

Pu 

Q 

rc 
s 
T 

•"sat 

Tw 

§. 
B 

ATW 

X 
Pv 
a 
<f> 
+ 

tm 

= probability function defined 
by Eq. (26) 

= probability function defined 
by Eq. (23) 

= average wall heat flux 
= mouth radius of a cavity 
= statistical parameter 
= temperature 
= saturation temperature 
= wall temperature 
= cone half-angle 
= mean value of cone half-an

gle 
= wall superheat 
= statistical parameter 
= density of vapor 
= surface tension 
= contact angle 
= cavity side angle 
= cavity mouth angle 
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tribution. Del Valle and Kenning (1985) found that the nu
cleation site distribution can be represented by the Poisson
distribution. However, the nearest-neighbor distance between
active nucleation sites deviated from the Poisson distribution
since the nearest-neighbor active nucleation sites could not be
found in the range of 0 and 0.35 mm.

The objective of the present work is to relate the cavities
that are present on the surface to those that actually become
active. Accomplishment of the objective requires that four
steps be completed. In the first step the number density, size
distribution, and cavity side' angles must be determined. The
second step requires preparation of surfaces of different de
grees of wettability and measurement of contact angles. In the
third step the relationship between cavity diameter and wall
superheat must be verified experimentally. Lastly, the cumu
lative number density of active sites should be determined as
a function of wall heat flux and/or wall superheat. Because
of the experimental constraints, not all the steps could be
completed in a single experiment or on a single surface. For
determination of number density, diameter, and side angle of
cavities present on the surface, a small secondary surface (2
cm in diameter) made of 99.9 percent pure copper was used.
The surface was prepared by following a prescribed procedure.
To vary the surface wettability, the primary and secondary
surfaces were heated in air (oxidized) and static contact angles
were used as a measure of the degree of wettability'. Experi
ments to determine the relationship between active cavity di
ameter and the wall superheat were performed on another
secondary surface. This surface of square cross section (l cm x 1
cm) was also made of 99.9 percent pure copper and was held
vertically during the experiments. The boiling curves and num
ber density of active nucleation sites as a function of wall heat
flux/wall superheat were obtained on the large primary surface
prepared by following the same procedure as the secondary
surfaces. By knowing the relationship between number density
of active sites and wall superheat and between active cavity
diameter and wall superheat, the functional dependence of
cumulative number density of active sites on cavity diameter
can be obtained.

Experiments
The primary test surface and the experimental apparatus

used in this study are essentially the same as described earlier
by Bui and Dhir (1985). The test surface is rectangular in shape
and has a width of 6.3 cm and a height of 10.3 cm. The surface
is machined from one end of a copper rod having a purity of
99.9 percent. Twelve cartridge heaters are placed in the test
block. Four of these heaters are rated at 2 kW each, whereas
the remaining eight have a power rating of 1 kW each. Thirty
gage chromel-alumel thermocouples are positioned along the
vertical axis of the rectangular boiling surface at 8, 26, 52,
and 77 mm from the lower edge. At each vertical location,
four thermocouples are embedded at various depths normal
to the boiling surface. The test surface is held on one side of
a viewing and liquid holding chamber. The chamber is a square
duct with a 14 cm x 14 em cross section.

Prior to startup of an experiment, the test liquid, which was
distilled water, was deaerated by vigorous boiling in a separate
reservoir. Thereafter the test section was preheated and the
chamber was filled with the test liquid from the reservoir. The
power to the cartridge heaters was controlled with an auto
transformer and was determined by voltmeter and ammeter
readings. A steady-state condition was assumed to exist when
the temperature of the test section changed by less than 1 K
in 5 minutes. All the nucleate boiling data reported in this
work were taken under steady-state conditions. The data were
recorded with an automatic data acquisition system. In the
steady-state tests the wall heat flux was determined by knowing
the temperature profile, which was linear in the copper block
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Fig. 1 Optical micrograph of the super smooth surface
(500 x magnification)

except near the edges. The surface temperature was obtained
by extrapolating the known temperature profile at a given
vertical location.

Surface Preparation. In this study the roughness and cavity
size and shape distribution were used to characterize a surface.
Since the test surface (primary surface) is too bulky for both
a Talysurf and cavity size measurements with an optical mi
croscope, a secondary surface made of 99.9 percent pure cop
per was employed. The secondary surface with a diameter of
about 2 cm was prepared by following a well-defined proce
dure. Once the secondary surface was characterized, the pri
mary surface was prepared by repeating the same procedure.
Boiling experiments were carried out on the same surface but
with different degrees of oxidation (wettability). Prior to ox
idation, the test surface had a super mirror finish. The surface
was prepared by initially rubbing the surface ten times with a
600 grit emery paper. The emery paper was attached to a spring
loaded scrubber with an area equal to 6 x 8 cm2

• A force of
9.6 kg, applied to this scrubber, which equals 200 g/cm2 of
pressure, was maintained on the surface during scrubbing.
Thereafter the surface was polished with a 5 {Lm levigated
alumina oxide powder with a cotton cloth attached to the
scrubber. Again a pressure of 200 g/cm2 was maintained during
polishing, which lasted for 800 strokes. The surface was further
polished with 0.05 {Lm gamma alumina powder applied with
a piece of fine velvet. The polishing was continued for another
800 strokes. From Talysurf readings, it was determined that
the surface thus prepared had Ra value of less than 0.02 {Lm.

Cavity Diameter and Mouth Angle.' The cavity mouth di
ameter, D; ,was determined with an optical microscope. For
the super finish surface, a 1.16 cm2 area was randomly chosen.
For cavities from 6.5 to 56 {Lm in diameter, this area was
enlarged 200 times while viewing it through the eye piece. In
order to measure the cavities from 3.3 {Lm to 6 {Lm in diameter,
an area of 1.51 mm2 was randomly selected from the original
1.16 cm2 area. This area was enlarged 500 times in the optical
microscope and photographs were taken. Figure 1 shows one
such photograph. The dark spots in the figure represent cavities
present on the surface. For cavities smaller than 3.3 {Lm in
diameter, an area of 0.0897 mm2 was randomly selected from
the original 1.16 cm2 area and was enlarged 1000 times. The
cavity sizes in the photographs were measured with a dial
caliper. The resolution of the dial caliper is 0.02 mm. There
fore, the resolution of cavity diameter with magnifications of
200, 500, and 1000 is about 0.1, 0.4, and 0.02 {Lm, respectively.
Since the shape of the mouth of a cavity is generally irregular,
the effective diameter is defined as
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Fig. 2 Definition of cavity side angle and cavity mouth angle 

D: = ( i i ) 

where Ac is the cavity mouth cross-sectional area. 
To determine the shape of the cavities, dents at the four 

corners of the chosen area were made. The dents were made 
with a diamond rectangular cone having an apex angle of 136 
deg. Thereafter, the surface was polished with 0.05 /tm gamma 
alumina powder to remove a certain amount of material. The 
extent of the material that was removed was determined by 
noting the width of the rectangular cone mark and with a priori 
knowledge of the cone angle. Thereafter, the new diameter of 
the cavities originally identified on the surface was determined. 
This in turn corresponded to the cavity diameter at a depth 
equal to the extent of the material removed (which was about 
0.4 — 1.5 fim) from the original surface. 

The shape of a cavity can also be irregular. The.slope, as, 
of the wall of the cavity is shown in Fig. 2. The cavity side 
angle, \j/, is defined as 

l H 180 d e g - a , (12) 
The cavity mouth angle, \l/m, is the cavity side angle at the 
mouth. In this study, the shape of cavities is quantified by the 
cavity mouth angle. Since the shape of the cavities is irregular, 
the cavity mouth angles can vary around the mouth of the 
cavities. For simplicity, the cavity mouth angle is defined as 

^ = t a n - 1 % ^ - (13) 
2'Ah 

where D* is the cavity mouth diameter defined by Eq. (11) at 
the surface; D'c is the new diameter after material to a certain 
depth, Ah, is removed. The mouth angle expressed by Eq. (13) 
is an average cavity mouth angle. The cavity with a mouth 
angle less than 90 deg is called a reservoir-type cavity. 

The number of cavities, ns, with a diameter larger than or 
equal to a given diameter D* is counted in a given area. The 
rate of change of cavity site density with cavity diameter in 
the three cavity diameter ranges employed in this study is 
calculated from the number of cavities of a given size in a 
given area. The cumulative cavity density, Ns, is obtained from 
the integration of these three slopes of the cavity density as 
follows: 

J„ dDc iDr,dDc iD„dDc 

Similarly, the number of cavities, nas, with a diameter larger 
than or equal to a given diameter D* and a mouth angle less 
than 90 deg, is counted in a given area. A complete listing of 
the effective diameters and mouth angles of cavities is given 
by Wang (1992). 

Surface Wettability. Wettability of the surface was changed 
by oxidizing the surface in air. To oxidize the surface a pro
cedure similar to that developed by Liaw (1988) was used. 
According to this procedure, starting at room temperature, 
the surface is heated at a certain rate until it reaches a specified 

temperature. The surface is then held at that temperature for 
a certain period. To obtain the surface with a contact angle 
of 35 deg, the surface was held at 525 K for one hour, whereas 
for a contact angle of 0 = 18 deg, the surface was held at 540 
K for two hours. Thereafter the surface was cooled back to 
room temperature. 

A sessile drop method was used to measure the static contact 
angle. This angle should represent a mean between advancing 
and receding contact angles. A liquid droplet 0.2 cm3 in vol
ume, which was exposed to air, was placed on the test surface. 
The temperature of the droplet was the same as the test surface, 
i.e., approximately 95°C. The contact angle was determined 
from a photograph of the droplet placed on the test surface. 
The uncertainty in measured contact angle is about ±3 deg. 

Dependence of Number Density of Active Cavities on Wall 
Heat Flux or Superheat. The number density of active sites 
was determined by taking still pictures of a 1 cm2 area of the 
primary surface. This area was located in the lower middle 
portion of the test surface and was identified a priori. In partial 
nucleate boiling when discrete bubbles were present on the 
surface, the active sites could be easily discerned from the still 
pictures. However, after the bubbles present on adjacent sites 
began to merge, individual sites could not be identified. To 
circumvent this difficulty, preboiled subcooled distilled water 
was injected into the chamber along the glass wall opposite 
the test section. Subcooling of the water caused the mushroom 
structure nearly to disappear, thereby facilitating the obser
vation of individual sites. This procedure is preferable over 
that used by Gaertner and Westwater (1960), since it does not 
change the quality of the water. However, it does have the 
drawback that if local subcooling is high, the liquid-vapor 
interface may be pushed back into the cavity. This in turn will 
raise the possibility of giving the appearance that a cavity has 
become deactivated. For the data reported in this work, the 
error due to deactivation is expected to be small, since wall 
temperature and heat flux under subcooled conditions did not 
change in any significant way from their values for saturated 
water. Also, subcooling of water injected near the heater sur
face was limited to only about 5 to 15 K with heat fluxes ranging 
from 1 to 9.3 x 105 W/m2, and a few seconds were allowed to 
elapse between completion of injection and subsequent pho
tographing of the surface. If it is assumed conservatively that 
at these high heat fluxes liquid retained its initial subcooling 
during the period a photograph was taken, using an equation 
similar to Eq. (3) for subcooled liquids, it is found that the 
size range of nucleating cavities will shrink at the most by 
about 6 percent. 

The cumulative active site density, Na, is determined from 
the number of active sites, na, on a given area. In partial 
nucleate boiling, the active sites over the total surface area of 
the heater were counted as long as the number density fell 
below 1/cm2. Thereafter, active cavities were counted only over 
1 cm2 area of the heater. The uncertainty in measurement of 
active nucleation site density is estimated to be about ±20 
percent. The measured number density of active nucleation 
sites is not considered to be affected by cavities that are in 
their waiting period. The waiting times were calculated to be 
two orders of magnitude smaller than the exposure time of the 
photographs. 

At a given wall superheat, the size of a nucleating cavity 
can be obtained by using Eq. (3). For all the heat fluxes studied 
in this work, the second term in the denominator in Eq. (3) 
was always much less than unity; hence it could be neglected. 
If functions fx and fi are assumed to be unity, the cavity 
diameter Dc from the approximate form of Eq. (3) is expressed 

Dc 
4oTSM 

pvhfgATw 
(15) 
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Fig. 3 Schematic diagram of experimental apparatus used for meas
ured relationship between cavity diameter and wall superheat 
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Fig. 4 Pool boiling curves for 4> = 90 and 35 deg 

In the paragraphs that follow, an experimental apparatus and 
procedure that were used to verify the validity of Eq. (15) are 
described. 

Secondary Apparatus for Identification of Active Site Char
acteristics. A smaller test section was designed to identify 
active nucleation sites, to measure incipient wall superheat 
during boiling, and to measure the cavity diameter and side 
angle of these cavities after completion of the boiling exper
iment. The experimental apparatus used in this study is shown 
in Fig. 3. The test surface is a vertical surface, is rectangular 
in shape, and has a width of 1.0 cm and a height of 1.0 cm. 
The surface was machined from one end of a copper rod of 
99.9 percent purity. Three 100 W cartridge heaters are placed 
in the test block. Thirty gage chromel-alumel thermocouples 
are embedded at 1, 6, and 16 mm normal to the middle of the 
boiling surface. The test surface is held on one side of the 
viewing and liquid holding chamber. The chamber is a cubic 
container with a 7 cmx7 cmx7 cm cross section. 

Identification of an Active Cavity. During the tests on the 
secondary surface, the active sites were identified by marking 
with a sharp-pointed object three points around the bubbles 
formed on the active sites. The incipient nucleation temper
ature was recorded by repeatedly increasing/decreasing the 
power to the heater. After reproducible incipient nucleation 
temperatures were recorded, the surface was removed. The 
active sites were clearly indicated by these three-point marks 

2 0 0 

1 0 0 

E 
"v. 

1 0 

Copper/Water, 1 otm 

@ : <t> = 90° 

# : 0 = 35° 

O : Liaw (1988) 0 = 90° 

• 4 
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• j • 

® 

• • 

8 • • • 
0 8 8 8 

I 10 1 0 0 3 0 0 

Supe rhea t , ATW (K) 

Fig. 5 Pool boiling curves for 0 = 90 and 18 deg 

and by a small annular deposit found around them. The an
nular deposit could have been due either to oxidation of copper 
or to deposition of silica in water. The latter observation has 
been reported by Corn well (1977). The surface was examined 
with an optical microscope and the cavity diameter and side 
angle were measured by following a procedure similar to that 
described by Wang (1992). 

Results and Discussion 

Heat Flux. During saturated pool boiling of water, data 
were taken for wall superheat, heat flux, and density of active 
nucleation sites. Figure 4 shows the boiling curve for contact 
angles of 90 and 35 deg. The reported data are for the midplane 
of the test surface. The nucleate boiling data were taken under 
steady-state conditions, whereas the transition boiling data 
were obtained under transient conditions. The transition boil
ing heat fluxes were obtained from the thermocouple data by 
solving the transient one-dimensional conduction equation. 
Details are given by Wang (1992). In Fig. 4, the data reported 
by Liaw (1988) for a contact angle of 90 deg are also plotted. 
The two sets of data nearly overlap. The maximum heat flux 
in this work is about 6.1 x 105 W/m2 whereas in Liaw's ex
periments it was about 5.7XlO5 W/m2. Consistent with the 
earlier reported results, the effect of increased surface wet
tability is to shift the boiling curve to the right and to enhance 
the maximum heat flux. The boiling curves for contact angles 
of 90 and 18 deg are plotted in Fig. 5. A behavior similar to 
that seen in Fig. 4 is observed, except that the effect of surface 
wettability on the boiling process is accentuated. It should be 
noted that experiments for a given contact angle were repeated 
three times. The heat flux and wall superheat data were found 
to be reproducible to within ±6 percent. 

Nucleation Site Density—Heat Flux. A photograph of ac
tive nucleation sites for a contact angle of 90 deg and a wall 
heat flux of 5.7 x 105 W/m2 is shown in Fig. 6. The white spots 
in Fig. 6 are the active nucleation sites. As noted in the section 
on experiments, the counting of the active cavities in fully 
developed nucleate boiling was facilitated by transiently sub-
cooling the water. The cumulative density of active nucleation 
sites as determined from the experiments is plotted in Fig. 7 
for contact angles of 90, 35, and 18 deg. The site density data 
are plotted as a function of heat flux. The data plotted in Fig. 
7 show that, irrespective of the degree of wettability of the 
surface, the density of active nucleation sites varies approxi
mately as 
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200'fi t'M a~lll ca Ion =
n;, J-Lm n~ na~ 1/Jm

55-12.46 69 0 -

12.410 70 1 59.06

10.911 95 2 72.43

10.797 96 3 82.39

10.029 108 4 28.26

8.636 121 5 83.44

8.534 122 6 48.54

8.368 124 7 63.21

8.292 126 8 68.09

7.777 129 9 39.83

7.673 130 10 40.80

6.541 131 11 39.14

Sample area = 1.16 cm2

Table 1 Surface cavity diameter and cavity mouth angle for 6.5
I'm:sD;:s56 I'm

Sample length = 8.00 mm

Sample width = 14.50 mm
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Fig. 7 Active nucleation site density versus heat flux

Fig.6 Photograph of active nucleation sites for ¢ = 90 deg. q= 5.7 x 10'
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However, the proportionality constant in Eq. (16) depends
strongly on the contact angle. For a fixed heat flux as the
contact angle is reduced from 90 to 18 deg, at least ;n order
of magnitude reduction in the cavity site density is observed.
However, t~e wall superheat increases by less than 40 percent.
Thus a relatIvely small reduction in average heat transfer coef
~icient on .the s.urface i~ associated with a very large reduction
III nucleatIOn sIte denSIty. The reason for this behavior from
the a~alysis of Dhir and Liaw (1989), is that a large im~rove
ment III heat transfer coefficient at a nucleation site occurs as
the surface becomes more wettable. The product of number
density of nucleation sites and heat transfer coefficient at a
given site is only a weak function of contact angle. In Fig, 7.
the data obtained by Gaertner and Westwater (1960) and Sultan
and Judd (1978) are also plotted. The cumulative number den
sity of active sites observed in the experiments of Gaertner and
Westwater is smaller than that found in the present experiments
for ¢ = 18 deg. However, the functional dependence of the site
density on heat flux is similar to that observed in the present
experiments. In the experiments of Gaertner and Westwater
nickel salts were dissolved in water, and thus in their experi
ments the contact angle is expected to be very small. The data
tend to support such an inference. The data of Sultan and
Judd (1978) can be considered to be bounded by the present
data for ¢ = 90 and ¢ = 35 deg.

Surface Cavity Diameter and Mouth Angle. The number

of cavities of different sizes present over a certain area of the
surface are given in Tables 1-3. The cavity effective diameters
are defined by Eq. (11). Table 1 lists the cavities in size range
of 55 /-Lm to 6.5 /-Lm. These cavities were counted on the 1.16
cm2 area scanned with the optical microscope. The cavity mouth
angles, 1/;"10 of the cavities present on the surface are also shown.
For cavities in the size range of 4.75 to 3,3 /-Lm, 1.51 mm2 area
of the surface was scanned, whereas for cavities in the size
ran~e of 3.3 to 2.2 /-Lm, the scanned area was limited to 0.0897
mm . Most of the deep cavities present on the surface were
spherical in nature. Although a large number of conical cavities
were present on the surface, these cavities were very shallow
and the mouth angle fill of these cavities was greater than 90
deg, According to Bankoff's criterion (1958), most of the con
ical cavities present on the surfaces studied in this work are
not expected to nucleate. In Tables 1-3, the parameters ns and
nos designate the total number of all types of cavities and the
total number of reservoir-type cavities, respectively, The in
crements in the cavity size in sequential entries in Tables 1-3
were chosen when one additional spherical cavity was found.

The .a,bserved cumulative number density. N so of all types
of ca~ltIes present on the surface is plotted in Fig. 8 as a.
functIOn of the effective diameter, D;, of the cavities, For
cavities greater than 6 p,m in diameter, the number density of.
t~e cavities present on the surface is observed to vary inversely
WIth the square of the diameter of the cavity. This is in agree
ment with the observation of Cornwell and Brown (1978).
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Table 2 Surface cavity diameter and cavity mouth angle for 4.8 
^m<Oc*s3.3/tm 

Sample length = 1.761 mm 

Sample width = 0.857 mm 

Sample area = 1.510 mm2 

Magnification = 500 

D*,nm 

4.739 

4.412 

4.392 

4.214 

4.145 

4.049 

3.932 

3.872 

3.797 

3.582 

3.577 

3.529 

3.420 

3.418 

3.350 

3.345 

na 

10 

13 

14 

22 

28 

29 

37 

40 

42 

50 

51 

52 

64 

65 

70 

72 

naa 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

^ m 

76.66 

84.73 

68.64 

62.03 

68.23 

89.48 

70.16 

72.00 

85.74 

82.42 

87.12 

80.87 

85.60 

72.22 

70.23 

87.14 

However, for cavities smaller than 6 ^m in diameter, the cu
mulative number density shows a much stronger dependence 
on the cavity diameter. The distribution of larger cavities is 
probably reflective of the procedure used in preparing the 
surface while the distribution of smaller cavities is a result of 
the processes used in manufacturing of copper stock. In the 
three size ranges, the slope of the number density of cavities 
present on the surface is correlated as 

dN, 

dD, 
(sites/(cm ^ m ) ) = 

1.80xl04A. Dc >5.8 fim 

1.25xl07A*"6-20 3.5<D*<5.8 nm (17) 

-5.40xl06Dc~
6A° Dc<3.5/xm 

where D* is measured in ^m. From Eqs. (14) and (17), the 
number density of cavities is expressed as 

Table 3 Surface cavity diameter and cavity mouth angle for 3.3 
fi in<D*<2.2 urn 

Sample length = 0.345 mm 

Sample width = 0.260 mm 

Sample area = 0.0897 mm2 

Magnification = 

D*,fim 

3.279 

2.765 

2.510 

2.358 

2.212 

2.201 

n3 

3 

5 

8 

12 

15 

17 

na3 

1 

2 

3 

4 

5 

6 

1000 

^ m 

50.86 

84.16 

70.08 

63.65 

88.26 

68.40 
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Fig. 8 Surface site density versus cavity effective diameter 

Ns (sites/cm2) = 

9.0xl03Z)*-2 0 

10.3 + 2.4 xl06'D* 

2213.5 + l.OxlOVD* -5-' 

Dc>5.8 nm 

3.5<D*<5.8/*m (18) 

£>*<3.5 /xm 

The cumulative number density of reservoir cavities with mouth 
angle less than 90 deg is also plotted in Fig. 8. For all size 
ranges, the cumulative number density of the reservoir cavities 
present on the surface can be correlated as 

AW^m<90 deg)(sites/cm2) = 5.8 x 106DC (19) 

It can be deduced from Fig. 8 that a large number of cavities 
with diameter greater than 5 /jm are shallow cavities. 

Nucleating Cavity Diameter—Wall Superheat. The active 
sites were identified during pool boiling using the secondary 
test section. After determination of the incipient nucleation 
temperature for a given cavity, the cavity mouth diameters 
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Table 4 Incipient temperature, cavity diameter, and cavity mouth angle 
at ^ = 90 deg 

5 0 

R u n # 

3 

4 

ATW 

K 

5.22 

6.08 

D*c 

fim 

12.52 

10.76 

D'c 

fim 

14.54 

12.60 

Ah 

fim 

0.96 

1.12 

V'm 

degree 

43.54 

50.60 

Table 5 Incipient temperature, cavity diameter, and cavity mouth angle 
at <f> = 35 deg 

R u n # 

5 

9 

10 

ATW 

K 

3.29 

2.79 

6.48 

D*c 

fim 

19.89 

23.48 

10.08 

D'c 

fim 

23.71 

32.82 

19.22 

Ah 

fim 

1.20 

0.97 

2.05 

^ m 

degree 

32.14 

11.73 

24.16 

Table 6 Incipient temperature, cavity diameter, and cavity mouth angle 
at ^ = 18 deg 

Run # 

12 

14 

14 

ZA J. w 

K 

2.50 

8.24 

11.83 

D: 

fim 

20.26 

8.06 

6.33 

D'c 

fim 

24.18 

11.06 

7.75 

Ah 

fim 

0.50 

0.25 

0.20 

V>m 

degree 

14.31 

9.46 

15.73 

D* at the surface and D'c after material equal to a certain depth, 
Ah, was removed were measured. The cavity mouth angles 
were calculated from the difference of these two diameters and 
from the thickness Ah of material removed. The results are 
shown in Tables 4-6 for contact angles 90, 35, and 18 deg. All 
of the nucleating sites are believed to be reservoir-type cavities. 
It should be noted here that the data reported in Tables 4-6 
were generally obtained from different runs. In Fig. 9, the 
diameter, D*c, of cavities that were found to nucleate at a wall 
superheat AT„ are plotted. Since cavities were of irregular 
shape, shape factor fD is introduced such that 

Dc=fD-D* (20) 
The dark symbols in Fig. 9 show Dc obtained from Eq. (20) 
when/Bis assumed to be 0.89. In Fig. 9, the solid line represents 
the relationship between Dc and ATW as given by Eq. (15). It 
is seen that Eq. (15) correlates the data given by solid symbols. 
Thus it appears that when relating the wall superheat to the 
effective measured diameter of a cavity, the effective diameter 
should be multiplied by about 0.89. 

Nucleation Sites Density—Cavity Diameter. Figures 10, 
11, and 12 show for contact angles of 90, 35, and 18 deg, 
respectively, a comparison of cumulative density of cavities 
that are present on the surface and that actually nucleate. For 
a contact angle of 90 deg only 1-10 percent of the cavities 

E 

.» 1 o 

E 
D 

Q 

3 6 9 12 

S u p e r h e a t , ATW (K) 

1 5 

Fig. 9 Cavity diameter as a function of wall superheat for different 
contact angles 
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9 o Djnrr~Q) 

50 

Fig. 10 

Cav i t y D i a m e t e r , Dc and Dc (/u.m) 

Site density versus cavity diameter for 0 = 90 deg 

present on the surface are seen to nucleate. With surface ox
idation the density of cavities present on the surface is not 
expected to change since the oxide layer thickness was less than 
0.01 /tm. It is found that as the wettability of the surface 
improves, the number density of cavities that actually nucleate 
decreases. In Figs. 11 and 12, the cumulative number densities 
of active nucleation sites as reported by Gaertner and 
Westwater (1960) and Singh et al. (1978) are also plotted. Again 
a trend similar to that noted from the present experiments is 
observed. The data of Singh et al., though limited to very low 
superheats, appear to correspond to a contact angle of about 
35 deg. 

All the data plotted in Figs. 10, 11, and 12 show that number 
density of active nucleation sites strongly depends on the con
tact angle. At a given wall superheat or cavity diameter, the 
site density of active cavities for a contact angle of 18 deg is 
about 20 times smaller than that for <j> = 90 deg. Almost all of 
the active sites on surfaces having contact angles between 90 
and 18 deg are correlated within ±60 percent as 

Na (sites/cm2) = 5.0 x 105(1 - cos </>)-Dc"
6'° (21) 

It should be noted here that the conservative estimate made 
earlier with respect to the reduction in the size range of cavities • 
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Fig. 12 Site density versus cavity diameter for 0 = 18 deg 

(with the assumption that liquid subcooling continues to persist 
near the surface) can lead to at most a twofold reduction in 
site density. 

Distribution of Nucleation Sites. The spatial distribution 
of active nucleation sites for a contact angle of 90 deg and 
heat flux of 5.7 x 105 W/m2 is shown in Fig. 13(a). The 300 
active nucleation sites are randomly located on a 7 mm x 7 mm 
area in the 49 square subdivisions. Figure 13(6) shows the 
spatial distribution of active nucleation sites for a contact angle 
of 35 deg and a heat flux of 6.6 x 105 W/m2 in a 10 mm x 10 
mm area. Two hundred thirty active nucleation sites are ran
domly located in 36 square subdivisions. Figure 13(c) shows 
the spatial distribution of active nucleation sites for a contact 
angle of 18 deg and heat flux of 6.9 x 10s W/m2 in a 10 mm x 10 
mm area. The 84 active nucleation sites are randomly located 
in 36 squares. 

Many natural phenomena involving spatial distributions can 
be described by the Poisson distribution: 

PU(X) 
e-"ij.x 

X\ 
(22) 
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Fig. 13 Spatial distribution of nucleation sites 

JX is the mean value. Consider a heater surface as shown in 
Fig. 13: The average number of nucleation sites in a subdivision 
is equal to na. From Eq. (22) the probability of finding na 
active nucleation sites on a random subdivision is 

Pu(na)- (23) 

where PU{X) is the probability of occurrence of event X and 

Figures 14(a), 14(6), and 14(c) show a comparison of the data 
of Figs. 13(a), 13(6), and 13(c) with prediction from Eq. (23). 
The distribution of cavity population in subdivisions can be 
considered to be in fair agreement with the Poisson distribution 
for the chosen subdivisions. It is noted that on average four 
to six sites must lie in each subdivision, if Poisson distribution 
concept can be considered to be applicable. 

Distribution of Nearest-Neighbor Distances. The distance 
between the active nucleation sites is an important parameter 
in boiling heat transfer analysis. The solid lines in Figs. 15(a), 
15(6), and 15(c) show the distribution of nearest-neighbor dis
tance deduced from Figs. 13(a), 13(6), and 13(c). In Fig. 15(a), 
no nucleation sites are found to lie within 0.20 mm of another 
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Fig. 15 Distribution of nearest-neighbor distances 

active site. Similarly, no nucleation sites lie within 0.30 mm 
and 0.50 mm in Figs. 15(6) and 15(c), respectively. The cut
off distance /„ is approximately correlated to active site density 
as 

/„ = 
1 

2-JNt 

(24) 

For a Poisson distribution with a mean density N„, the prob
ability density P„ for the nearest-neighbor distance between /„ 
and l„ + dl„ is given (see Gaertner, 1963) as follows: 

Pn (/„ /»+ dl„) = 2wNa.ln.e-
Nml"dln (25) 

From the cutoff distance, the probability density,?,, is modified 
as follows: 

Pndn, ln + dl„)=2irNa.Un-lv).e-N"i'"-'")2dln (26) 
When the cutoff distance /„ is equal to zero, the above equation 
reduces to Eq. (25). 

The dashed lines in Figs. 15(a), 15(£>), and 15(c) show the 
modified Poisson distribution of nearest-neighbor distance ob
tained from Eq. (26). It is seen that good agreement exists 
between the experimentally obtained distributions and the ones 
predicted from Eq. (26). The heat flux in Figs. 15(a), 15(d), 
and 15(c) is 94, 76, and 65 percent of maximum for contact 
angles of 90, 35 and 18 deg, respectively. It is seen that the 
closer the heat flux is to the maximum, the steeper is the 
distribution for the nearest-neighbor distance. 

From the maximum value (dP„/dl„ = 0) of the probability 
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Fig. 16 Average nearest-neighbor distance i„ as a function of nucleation 
site density 

density function in Eq. (26), the most probable nearest-neigh
bor distance is obtained as 

l,„ = lv + : _ n 1 
2TTVA^ \2 -V2ir/ VA£ 

(27) 
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whereas the average nearest-neighbor distance is obtained as 

S CO 

/„-27r/V0.(/„-/„).^ /v" ( /»- /» )V/,1 

1 1 1 
= /„ + - — = = — = (28) 

In a square grid, the average nearest-neighbor distance is same 
as given by Eq. (28). 

Figure 16 shows the average nearest-neighbor distances as 
a function of nucleation site density. It is seen that the best 
fit through the data yields 

The data taken from Gaertner (1963) are also plotted and are 
seen to be correlated by the above equation. The correlation 
shows that the square grid assumption used by Dhir and Liaw 
(1989) is quite reasonable. 

Conclusions 
1 For cavities present on the surface, three distinct distri

butions have been observed for Z>*>5.80 /xm, 3.5 <D* 
<5.8 nm, and £>*< 3.5 /mi. 

2 Three surfaces with contact angles of 90, 35, and 18 deg 
were investigated with water boiling at 1 atm. For a contact 
angle of 90 deg, only 1 to 10 percent of the cavities present 
on the surface were found actually to nucleate. 

3 The fraction of the cavities that nucleate decreases as the 
wettability of the surface improves. 

4 Irrespective of the degree of wettability of a surface, the 
cumulative density of active nucleation sites varies approxi
mately as q2. This dependence is similar to that reported in 
the literature by several investigators. 

5 The distribution of local active cavity population densities 
is described by the Poisson distribution. 

6 The distribution of nearest-neighbor distance is described 
by the modified Poisson distribution. 

7 The nearest-neighbor distance is approximately equal to 
o.84/V^v;. 
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On the Gas Entrapment and 
Nucleation Site Density During 
Pool Boiling of Saturated Water 
A model to describe the effect of wettability on nucleation site density is presented. 
First, from Helmholtz free energy analysis, a criterion for the entrapment condition 
in a uniform temperature field is developed. Second, the stability condition of pre
existing gas/vapor nuclei during the heating process and the minimum superheat 
required to initiate nucleation are determined. The prediction of the entrapment 
condition and the incipient temperature are consistent with the experimental ob
servations made on surfaces having naturally existing cavities. Third, a naturally 
formed cavity on a heater surface is modeled as a spherical cavity. The cumulative 
active nucleation site density for a specified contact angle is expressed in terms of 
the cumulative density of cavities existing on the surface as Na = Pas • Nas where Nas 
is the heater surface cumulative cavity density with cavity mouth angles less than a 
specified value and Pas is a function of contact angle and cavity mouth angle. The 
model successfully predicts active site densities for different contact angles. 

Introduction 
One of the key factor missing in the prediction of nucleate 

boiling heat fluxes as a function of wall superheat is knowledge 
of the density of active nucleation sites as well as the relation 
that exists between active cavities and cavities that are formed 
on the surface as a result of surface preparation. The objective 
of this work is to describe quantitatively the effect of wettability 
on the relationship between active site density and surface site 
density. 

Pre-existing Nuclei. Vapor bubbles are generally thought 
to originate from pre-existing nuclei on a heater surface. Corty 
and Foust (1955) found that the surface on which boiling takes 
place always contains irregularities and postulated that there 
is vapor trapped in cavities on the metallic surface. Clark et 
al. (1959) examined a boiling surface under a microscope and 
observed that the bubbles do originate from cavities on the 
surface. Cornwell (1977) verified with a scanning electron mi
croscope that nucleation sites are typically cavities. 

There are two predominant points of view with respect to 
the mechanism of entrapment of gas/vapor nuclei. One group 
of investigators use a graphic representation to show that the 
degree of gas entrapment depends on the cavity diameter and 
height. Any cavity in which the advancing liquid front fails to 
displace the gaseous phase completely can be a nucleus for 
bubble formation. Bankoff (1958) was the first to set a quan
titative criterion for entrapment of gases in a cavity. He con
sidered the displacement of liquid across a wedge-shaped 
groove. The critical parameters affecting gas/vapor entrap
ment in a wedge-shaped groove are the contact angle and the 
wedge angle. The conical cavities are approximated as wedge-
shaped grooves. If the effective angle of entrapment in a conical 
cavity is 2/3, the entrapment condition can be written as 

4>>W (1) 
where <j> is the contact angle of the liquid. Lorenz (1971) em
ployed the above entrapment condition and determined the 
vapor volume trapped in a conical cavity and the relative radius 
of a trapped bubble embryo after adjustment of the interface. 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, San Diego, California, August 9-12, 1992. Manuscript 
received by the Heat Transfer Division May 1992; revision received December 
1992. Keywords: Boiling, Phase-Change Phenomena. Associate Technical Ed
itor: T. W. Simon. 

He found that the bubble embryo radius, which is a function 
of the contact angle and the cone angle, is the effective radius 
for nucleation. More recently, Tong et al. (1990) have examined 
the influence of dynamic contact angle and contact angle hys
teresis on the effective radius for nucleation. They show that 
contact angle hysteresis can influence the bubble growth proc
ess for moderately wetting liquids. For highly wetting liquids, 
this effect is small. 

The second point of view is based on the thermodynamic 
criterion of stability. Johnson and Dettre (1963a, b) studied 
the effect on the contact angle of roughness of an idealized 
sinusoidal surface. They found that the apparent contact angle 
is equal to the angle corresponding to the lowest free energy 
and that it is impossible to entrap air in this sinusoidal surface 
for a contact angle of less than 90 deg. Ward and Forest (1976) 
analyzed the relation between platelet adhesion and the rough
ness of a synthetic biomaterial. They found that an equilibrium 
gas/vapor nucleus is stable in a long narrow fissure if the 
contact angle and conical angle satisfy the following condition: 

(i!>>90deg + |8 (2) 

where /3 is the half wedge angle. Cornwell (1982) has argued 
that roughness of the cavity surface can cause contact angle 
hysteresis and a flip-over (concave to convex interface into 
fluid) of the interface within the cavity. This in turn can lead 
to the effective radius of the cavity being smaller than the 
radius of the mouth of the cavity. Thus he provided an alternate 
mechanism for gas/vapor trapping in conical cavities present 
on a hydrophilic surface, which according to Eq. (2) will not 
trap gas. 

Inception. Griffith and Wallis (1960) investigated the su
perheat needed for incipient boiling from pre-existing nuclei. 
They found that the minimum superheat corresponded with 
the minimum radius of curvature, which is equal to the radius 
of the cavity mouth. Applying the Clausius-Clapeyron equa
tion, they obtained an expression for inception superheat as 

ATw = ̂ f- (3) 
pvhfgDc 

where Dc is the cavity mouth diameter. However, they also 
found that the minimum superheat needed for pre-existing 
nuclei with cavity diameters about 69 /xm was higher than that 
predicted from the above equation. 
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The effect of temperature profile adjacent to the heated 
surface on the minimum superheat needed for nucleation was 
developed by Hsu (1962). According to his criterion, a cavity 
will activate when the liquid temperature at the top of the 
vapor embryo is at least equal to the saturation temperature 
corresponding to the pressure in the bubble embryo. By as
suming the temperature profile in the thermal layer is linear 
and the bubble embryo is part of a sphere, the wall superheat 
required for a cavity of mouth diameter, Dct can be obtained 
as 

ATW = 
,hfeDr PyH/g. 

1 A 
2/1 

(4) 

fi = sinW> + am) 

/ 2 =l+cos«> + am) 

The thermal layer thickness, 5, depends on system variables. 
The constants f\ and f2 can be written as 

(5) 

(6) 

where 4> is the contact angle and am is the slope of the cavity 
mouth as shown in Fig. 1. The slope of cavity mouth am is 
unknown and has to be determined empirically. Using a spec
ified value of thermal layer, Hsu showed that Eq. (4) describes 
fairly well the required wall superheat for the Griffith and 
Wallis data. For cavity diameter, Dc, much less than the thick
ness of the thermal layer, 8, the second term in the denominator 
in Eq. (4) is much smaller than unity and thus can be neglected. 

For a better understanding of the mechanism by which pre
existing nuclei grow as vapor bubbles, Mizukami (1975) pro
posed that the vapor nuclei in a cavity are stable if the curvature 

0+«n 

Fig. 1 Bubble nucleus at a cavity mouth 

of the interface increases with an increase in vapor volume. 
He showed that the incipience of boiling corresponds to a 
critical point of instability at the vapor-liquid interface. Forest 
(1982) attempted to analyze the equilibrium and stability of a 
gas/vapor nucleus inside a conical cavity by using the concept 
of critical radius for a dilute solution of a gas in a liquid. 
Forest showed that a pre-existing nucleus begins to grow spon
taneously when the radius of curvature of the liquid-gas in
terface reaches a local minimum value. Nishio (1985) also 
attempted to prove the stability of a pre-existing vapor nucleus 
from a thermodynamic viewpoint. In Nishio's analysis, the 

N o m e n c l a t u r e 

P, = 
A = interface area 

Dc = cavity mouth diameter Pi = 
Ds = maximum surface cavity 

diameter r = 
/ = function defined by Eqs. (7) 

and (8) rc = 
fuh = constant in Eq. (4), a func- rd = 

tion of contact angle 
fs = probability density function // = 
F = Helmholtz free energy rs = 

Fs = probability distribution de- s = 
fined by Eq. (37) Tsat = 

hfg = latent heat of evapora t ion Tw = 
K = nondimensional modified Vd = 

curvature 
M = molecular weight Vc = 
n = number of moles Vb = 
rti = number of moles of compo- Vj = 

nent i V\ = 
N„ = active nucleation site density 
Nas = surface cavity density with Va = 

cavity mouth angle less than 
yj, V* = 

Ns = surface cavity density 
p = pressure 

p* = nondimensional amount of x = 
gas in a vapor bubble nucleus 

Pa = normalized function defined X,Y = 
by Eq. (46) as = 

Pas = normalized function defined /3 = 
by E q . (44) (3 = 

Pp = ratio of probability distribu- 7 = 
tion 

normalized function defined 
by Eq. (41) 
normalized function defined 
by Eq. (47) 
radius of liquid-gas interface 
or a radial coordinate 
mouth radius of a cavity 
radius of liquid drop outside 
cavity 
radius of liquid front 
radius of spherical cavity 
statistical parameter 
saturation temperature 
wall temperature 
volume of liquid drop outside 
cavity 
volume of a cavity 
volume of bubble nucleus 
volume of liquid inside cavity 
total volume of liquid drop 
= Vd+V, 
volume of entrapped 
gas/vapor 
nondimensional volume of 
vapor bubble nucleus 
= Vb/Vc 

mole fraction of gases in gas/ 
vapor mixture 
coordinate 
slope of solid surface 
cone half angle 
mean value of cone half angle 
interfacial tension of an 
interface 

AF = relative Helmholtz free energy 
between 1 and 2 states 

AF* = nondimensional relative 
Helmholtz free energy be
tween 1 and 2 states 

ATW = wall superheat 
9 = angular coordinate of liquid-

gas interface on/in cavity 
6S = angular coordinate in a 

spherical cavity 
X = statistical parameter 
ix = chemical potential energy 
Pi = density of liquid 
pv = density of vapor 
a = surface tension 
4> = contact angle 
iji = cavity side angle 

\j/m = cavity mouth angle 

Superscripts 
la = liquid-gas/vapor interface 
0 = reference 
si = solid-liquid interface 
sa = solid-gas/vapor interface 

Subscripts 
1 = liquid front state 1 
2 = liquid front state 2 
g = gases 
/ = liquid 

max = maximum 
min = minimum 

v = vapor 
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assumption that the area of the liquid-vapor interface is pro
portional to the curvature of liquid-vapor interface is unrea
sonable. 

Active Nucleation Site Density. Recently Yang and Kim 
(1988) have made the first attempt to predict quantitatively 
the active nucleation sites from the knowledge of the size and 
cone angle distribution of cavities that actually are present on 
the surface. Using a scanning electron microscope (SEM) and 
a differential inference contrast microscope (DIC), Yang and 
Kim (1988) obtained the cavity probability density function in 
terms of the cavity diameter and cone angle. The cone angle 
was determined by knowing the cavity diameter and depth. 
For cavities with mouth diameters varying from 0.65 to 6.2 
lim, the cavity size distribution was found to fit a Poisson 
distribution 

f(Dc)=\e-^/2 (7) 
whereas a normal distribution was used for cone half angle /3, 

f(P) = [(2TT)U2S] - 'exp[ - ( j8- W/(2s*)] (8) 

In Eqs. (7) and (8), X and s1 are the statistical parameters and 
i8 is the mean value of the cone half angle. To determine the 
number of cavities that will trap gas or vapor and eventually 
become nucleation sites, they used the criterion developed by 
Bankoff (1958). Thus integrating Eq. (8) from 0 to 4>/2 rep
resents the percentage of surface cavities that will trap gas/ 
vapor. Combining Eqs. (7), (8), and (1), the cumulative density 
of active nucleation sites was expressed as 

[(2TT)1/2S] " 'exp[ - (j8 - W/Q-^W 
o 

X \e-
Wc/2dDc (9) 

Dc 

The ratio of the cumulative density of active nucleation sites 
for two different contact angles <j> and 4>0 can be expressed as 

,,0/2 

fW)d/3 

fW)dp Jo 

In Eq. (9), Ns is the average density of cavities present on the 
surface and Ds is the diameter of the largest cavity present on 
the surface and is obtained from statistical considerations. The 
magnitude of these parameters depends on the heater material 
and on the procedure used to prepare the surface. The predicted 
active nucleation site density was found to compare well with 
the data obtained at very low wall superheats. Although the 
scope of their study was limited, it represents a rational ap
proach to a very difficult problem. The use by Yang and Kim 
(1988) of a Poisson distribution function for the cavities that 
exist on a polished surface follows Gaertner's (1963) obser
vation that active nucleation sites are randomly located and 
could be represented by a Poisson distribution. However, 
transformation from the size distribution of cavities present 
on the surface to the density of sites that actually become 
active may be affected by several other parameters not included 
in the analysis of Yang and Kim (1988). 

In the present work, a relationship between cavities that are 
present on the surface and that actually become active is de
veloped through analysis. The results of the analysis are ver
ified with the experimental data obtained by the present authors 
and reported in the companion paper. The analytical work 
consists of three parts. First, the process of gas/vapor en
trapment in cavities to form pre-existing nuclei is studied. 
Second, the activation of pre-existing nuclei and the required 
minimum superheat are analyzed. Last, a probability distri
bution function for finding cavities with a specified mouth 

Fig. 2 Positions of liquid front in the control volume 

angles is found. In the analysis, the surface microgeometry is 
modeled as part of a sphere. The support for this assumption 
is derived from the measured shape of cavities found on a very 
smooth surface and reported in the companion paper. The 
majority of deep cavities found on the surface appeared to be 
segments of a sphere (reservoir type) rather than conical cavities 
as has been assumed in previous studies. 

Analysis 
The density of active nucleation sites as a function of wall 

superheat is the key parameter required in order to relate boil
ing heat fluxes to wall superheat. Under the assumption that 
cavities that trap gas or vapor are the potential nucleation sites, 
in this work the change in the Helmholtz function for liquid/ 
gas interface in cavities present on the surface is first evaluated. 
Thereafter a gas/vapor entrapment condition involving the 
cavity side angle and the contact angle is developed. The su
perheat for nucleation of a pre-existing gas/vapor nucleus is 
determined from the thermodynamic analysis and is shown to 
be a function of cavity diameter, gas mole fraction, and contact 
angle. Based on the experimental observations reported in the 
companion paper (Wang and Dhir, 1993), naturally formed 
cavities on very smooth heater surface are modeled as spherical 
cavities. From the analysis, the nucleation site density can be 
theoretically expressed as a function of wall superheat, contact 
angle, and density of cavities present on the surface. In order 
to verify the gas/vapor entrapment and the incipience criterion, 
the cavity diameter, cavity mouth angle, and incipient super
heat data given by Wang (1992) and documented in the com
panion paper are used. 

Pre-existing Nuclei. In developing the gas/vapor entrap
ment criterion, a system consisting of a droplet placed on a 
cavity with the free surface of the droplet exposed to gas/vapor 
is assumed. The droplet axis coincides with the axis of the 
cavity and the radius of the droplet is much larger than the 
radius of the cavity. It is also assumed that the liquid is sub
stantially nonvolatile and all of the components in the system 
are at same temperature. An order of magnitude analysis re
veals that the contribution to Helmholtz free energy of work 
done due to gravitational force is much smaller than that due 
to surface tension. Hence it is neglected. Figure 2 shows the 
entire system. The interface position is termed above the cavity 
when the contact line is formed on the surface containing the 
cavity. At the contact line, the contact angle, </>, is defined with 
the axis, X, as shown in Fig. 2. The interface is termed on the 
cavity when the contact line forms on the mouth of the cavity. 
For this case, the intrinsic contact angle, <j>, is defined with a 
plane containing the triple point. When the three-phase contact 
line forms on the interior surface of the cavity, the interface 
is termed in the cavity. Under these assumptions, any change 
in Helmholtz free energy can be written as 

dF=ydA (11) 
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Fig. 3 Interface positions in and on a spherical cavity 

The change in the He lmhol tz free energy between any two 
positions 1 and 2 of the interface can be writ ten as 

AF=y'a(A'2
a-~A[a) +Y'(A%-Ai) + ysa(Af -Af) (12) 

where y l a , y s l , a n d y s a represent the l iquid-a i r , sol id- l iquid, 
and sol id-air interfacial tensions, respectively, and A l a , A s l , 
and A m represent the total areas of l iquid-ai r , sol id-l iquid and 
solid-air interfaces, respectively. 

The increase in the area of the sol id-l iquid interface is the 
same as the decrease in the area of the sol id-air interface: 

Ai-AU-(A?-A?) (13) 

In Young's equation, it is assumed that at an equilibrium 
position the force pushing the three-phase line of contact to 
the right is equal to that pushing it to the left. Thus, 7'"cos 
0+ / = • / " , or 

COS0 = 7 - 7 (14) 

where 4> is the static contact angle. In the present work static 
angle is assumed to represent a mean between advancing and 
receding contact angles. Combining Eqs. (12), (13), and (14), 
the change in dimensionless Helmholtz free energy between 
any two positions is written as 

AF =-
AF 

rh'a •{(A'Z- A[a) + (As!-Al) -COS0]//-,2 (15) 

As has been assumed by Harkins (1952), the equilibrium 
condition is the one for which the Helmholtz free energy is 
minimum. By calculating the Helmholtz free energy for dif
ferent positions of the liquid-gas/vapor interface while keeping 
the total volume of the gas/vapor and liquid constant, the 
position corresponding to the minimum free energy can be 
found. If in the absence of a minimum the free energy continues 
to decrease, the liquid front can move to the bottom of the 
cavity and flood it. Otherwise, the liquid front will attain a 
minimum free energy position and entrap the gas/vapor pres
ent in the cavity. 

Evaluation of Change in the Helmholtz Function for a 
Spherical Cavity. Figure 3 shows several positions of the 
liquid-gas interface on the mouth of the cavity and in the 
cavity. Positions (1), (2), and (3) are on the cavity with the 
interface being convex above the cavity in positions (1) and 
(2). For position (3) the interface is convex into the cavity. 
The interface location in the cavity is shown by position (4). 
When the liquid-gas interface is on the cavity mouth, the 
change from position (1) to (3) occurs while keeping the in
trinsic contact angle, <j>, constant. To maintain the intrinsic 
contact angle constant, the slope as of the pseudosolid surfaces 
passing through the triple point varies between 0 and 7r-i/<„,. 
When the liquid-gas interface position changes in the cavity, 
the contact angle also remains constant. However, the angular 
position, 6S, varies from TT/2-\I<„, to - ir/2 as the interface 
moves from the mouth to the bottom of the spherical cavity. 
For a specified contact angle, <j>, cavity mouth radius, rc, and 
cavity mouth angle, if/,,,, the interface position on and in the 
cavity is defined by independent parameters as and 6S, respec
tively. The dependent parameters are 6, rs, r, and rd and can 
be defined in terms of the independent and specified parameters 
as 

(16) 
(ir - (j> — as on cavity 

(v/2 -4>~ds in cavity 

rs = rc/sin^m (17) 

(rc/sin 8 = rc/sin(as + <£) on cavity 

\rs• c o s 0 / s i n 6 = rc• c o s 0 / c o s ( 0 + 6s)• sin\p,„ in cavity 
(18) 

The radius, rd, of the liquid drop changes with the volume of 
the liquid that remains outside the cavity. For a fixed total 
liquid volume Vh the liquid volume outside the cavity changes 
by the volume of the liquid, V-„ that is in the cavity. Therefore 
rd can be written as 

rd~ [7r[2-cos0(sin2<j!. + 2)]j 

For a convex liquid/gas interface on the cavity, the volume, 
Vj, is negative and is given by 

Vr- r • 
\ :r(rsi 

sin d)-r sin ddQ 

•KK 

3 sin ((/> + as) 

X [cos(<f> + as)(sin2(</> + as) + 2) - 2] (20) 

Similarly, for either a convex or a concave interface inside the 
cavity, the liquid volume, Vh is writ ten as 

{
jr /2-^„, „e 

irirscosd^-rscosdsdds- ir (r sin 6)2-r sin Odd 
es Jo 

irrs j -y 

= ~r~ [cos ^,„(sin \j/m + 2) - sin 0,(cos 6S + 2)] 

+ ^ - [sin(</> + ds)(cos2(4> + 6S) + 2) - 2] (21) 

The total liquid-gas interface area, including the surface of 
the droplet, is obtained as 

2irrdsin(f>-rdd4>+ \ 2vrsinB-rdd 
0 ^0 

outside cavity inside cavity 

= 2irrd(l - cos <t>) + 2%r\\ - cos 6) (22) 

The parameters rd, r, and 6 are obta ined from Eqs . (19), (18), 
and (16), respectively. The expression for the solid-l iquid in-
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Fig. 4 Change in AF* for a spherical cavity with ^m = 120 deg Fig. 5 Change in AF* for a spherical cavity with ^m = 30 deg 

terface area Asl when the liquid-gas interface is on the cavity 
is written as 

^s/=7r(rdsin</))2-7rrc
2 (23) 

Similarly when the liquid-gas interface is in the cavity, the 
total solid-liquid interface area Asl, including the area in the 
spherical cavity, is obtained as 

i> T / 2 - 'I'm 

A = ir (rd sin $) - irr2 + 2irrs cos 6S • r^ds 

= -w (rd sin 4>)2 - rr2 + 27rr2(cos 4/m - sin 6S) (24) 
Choosing the initial state of the interface when as = 0, the 
change in the Helmholtz function as the interface moves from 
outside to inside the cavity can be obtained by substituting 
Eqs. (22) and (23) or (24) into Eq. (15). 

Metastable Location of Liquid Front in a Spherical Cav
ity. The change in nondimensionalized free energy as the 
liquid front moves into the cavity from above the cavity is 
plotted in Fig. 4 for a spherical cavity with a mouth angle, 
i/'m = 120 deg. For the interface position on the cavity, the 
angular position, as, changes from 0 to 60 deg. However, when 
the interface is in the cavity 6S changes from - 30 to - 90 deg. 
The change in free energy is plotted for contact angles of 30, 
60, 90, 120, and 150 deg. For a contact angle 0 = 30 deg, the 
Helmholtz free energy decreases continuously as the liquid 
front progresses downward into the cavity. Hence no gas/ 
vapor is predicted to be trapped in such a cavity. The same is 
true for contact angles of 60 and 90 deg. When the contact 
angle is the same as the cavity mouth angle, i.e., 120 deg, 
dAF* /das = 0 at as = 60 deg. But since d2AF* /da2

s < 0, the liquid 
front cannot remain at this position but continuously moves 
downward to the bottom of the cavity. Hence no gas/vapor 
will be trapped for a contact angle of 120 deg as well. When 
the contact angle is 150 deg (greater than the cavity mouth 
angle), a local minimum in the free energy occurs at a, = 30 
deg. The liquid front thus will continue to move downward 
until it reaches the position of minimum energy. Thereafter 
the interface can not move farther downward because such a 
movement will require an increase in free energy (decrease in 
entropy). Thus in this case the cavity will trap gas/vapor. 

Changes in free energy for a spherical cavity with mouth 
angle, iAm = 30 deg, are plotted in Fig. 5 for several contact 
angles. When the liquid-gas interface is on the cavity, as varies 
from 60 to -90 deg. For contact angles of 20 and 30 deg 
(which are smaller than or equal to the contact angle), the 
relative free energy decreases continuously as the interface 

moves from the top to the bottom of the cavity. As a result 
no gas/vapor will be trapped for these contact angles. For 
contact angles of 4> = 60, 90, 120, and 150 deg, the free energy 
decreases as the liquid front moves toward the cavity and 
reaches a minimum value at as= 180 —<j> deg. Thereafter the 
free energy increases. After the free energy reaches a maximum 
value at 0S = 9O —<j> deg, the free energy decreases again. Thus 
for the conditions assumed in carrying out the analysis, the 
movements of the liquid front from above the cavity will stop 
when minimum free energy condition is achieved and gas/ 
vapor will be trapped in the cavity. The movement of the 
interface beyond the minimum free energy condition is only 
possible if heat transfer takes place across the boundaries of 
the control volume. 

Similar analyses for the conical and sinusoidal cavities are 
given by Wang (1992). 

Gas Entrapment Criterion. From the above discussion, it 
is found that for a contact angle <f> larger than the minimum 
cavity side angle \j/min, the AF* has a minimum value on/in 
cavity. When as approaches + (180 - 0) deg, the radius of the 
liquid-gas interface inside the cavity approaches + oo and the 
meniscus of the liquid front turns from convex to concave as 
shown by solid lines for cases (1), (2), and (3) in Fig. 6. For 
these interface positions, dAF*/das = 0 and d2AF*/da2

s>0. 
Therefore, there is a minimum value of AF* and gas/vapor 
will be entrapped. Otherwise, for a contact angle </> smaller 
than or equal to the minimum cavity side angle i//min, the liquid-
gas interface is always convex as shown in cases (4), (5), and 
(6) of Fig. 6. Now AF* continuously decreases for interface 
positions from above the cavity to the bottom of the cavity 
and gas/vapor can not be trapped. Therefore, the condition 
for entrapment of gas can be stated as: 

4>>^min (25) 

where i/-min is the minimum cavity side angle of a spherical, 
conical, or sinusoidal cavity. For the spherical and conical 
cavities, i/<mjn occurs at the mouth of the cavity and is equal 
to the mouth angle \l/m. For the sinusoidal cavity, the minimum 
side angle ^mi„ is located at the radius of liquid front, /y, which 
is equal to the half of the mouth radius rc. As such the minimum 
side angle for a sinusoidal cavity lies in the cavity rather than 
at the mouth of the cavity. In summary, if and only if Eq. 
(25) is satisfied, the interface attains a position for which free 
energy is a minimum, and gas/vapor is entrapped. The above 
entrapment criterion can also be applied to other cavity shapes. 
As long as cavities present on the surface can be subdivided 
into the three basic geometries described above, the gas en-
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Fig. 6 Different liquid-gas interface locations in spherical, conical, and 
sinusoidal cavities 

trapment criterion can be used to determine the fractions of 
these cavities that will trap gas. The analysis will not be valid 
for surfaces that have scratch marks or rough abrasions or to 
commercially enhanced surfaces that have secondary cavities. 

Next we determine the superheat that is needed to nucleate 
a cavity that has trapped gas or vapor. 

Nucleation Criterion. The equation for mechanical equi
librium between a liquid and a gas and vapor mixture in a 
cavity is given by 

Pu+Pg-Pr-
2a 

(26) 

where pg, pv, ph r, and a are the partial pressure of the gases, 
the vapor pressure, the pressure in the liquid, the radius of 
curvature of the liquid-vapor interface, and the surface ten
sion, respectively. Ifit is assumed that the size of the nucleating 
cavity is much smaller than the thickness of the thermal layer 
on the heated surface, the vapor superheat in the embryo can 
be assumed to be approximately equal to the wall superheat. 
This assumption will break down at very high heat fluxes or 
superheats. For small pressure differences between vapor and 
liquid, the difference (pv-pi) is related to the temperature 
difference ATW, which is obtained by using the Clausius-Clap-
eyron equation: 

ATW 

PA '/g 

2a 
(27) 

The interface is stable if an infinitesimal disturbance in AT„ 
in either the gaseous phase or the wall temperature leads to a 
change in the curvature of the liquid-vapor interface and in 
the partial pressure of gases (2a/r-pg) of similar sign, i.e., 

d 
dTw 

la 
> 0 

The above equation can also be written as 

dVb d 

dTw'dVb 

la 
> 0 

(28) 

(29) 

If, during the disturbance, the amount of gases in the vapor 
bubble nucleus remains constant, the change in vapor volume, 
dV„, will have the same sign as the temperature difference dTw 

(see Wang, 1992). Thus the stability criterion for a vapor bub
ble nucleus is expressed as 

. 5 
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Fig. 7 Dimensionless modified curvature as a function of dimension-
less volume of vapor bubble nucleus in a spherical cavity 

d 
dVb 

la_ 

r 
> 0 (30) 

The gases in the cavity originate from the entrapment process 
and/or the diffusion from the liquid according to Henry's law. 
The partial pressure of the gases can be expressed as 

Pn Vr 

vb 
(3D 

where x, p0, Vc, and Vb are the initial mole fraction of gases 
in the gas /vapor mixture contained in Vc, system pressure, the 
volume of the cavity, and the volume of bubble embryo, re
spectively. Substituting Eq. (31) into Eq. (27) yields 

ATW 
4oTSB 

2r' 
PQDC 

'17 
(32) 

pehfgDc 

Defining nondimensional volume of bubble embryo as V = Vb/ 
Vc, nondimensional pressure of gases in the mixture as 
p*=xpoDc/4a, and nondimensional modified curvature as 
K=Dc/lr-p*/V, Eq. (32) can be written as 

4o"7'qat 

ATw = —-^-K (33) 

Also, the stability criterion, Eq. (30), can be rewritten as 

dK 

dV* 
>0 (34) 

The stability criterion for vapor bubble embryo growth can 
be stated as follows: The vapor bubble nucleus is stable or 
quasi-stable if the nondimensional modified curvature K in
creases with an increase in nondimensional volume change of 
vapor bubble nucleus V*; or if it decreases with a decrease in 
V*. Otherwise, the vapor bubble nucleus is unstable. The min
imum wall superheat required will correspond to the value of 
K for which the interface is unstable. Figure 7 shows, for a 
spherical cavity with mouth angle 30 deg, the nondimensional 
modified curvature of the interface as a function of the non-
dimensional volume of vapor bubble nucleus. The plotted re
sults are for different contact angles and in the absence of any 
gas. The curvature of liquid-gas interface is negative for V* 
just less than that corresponding to point A, and is positive 
for V* larger than that for point A. Point A represents the 
metastable position of entrapped gas/vapor-liquid interface 
for a contact angle larger than the cavity mouth angle. The 
volume of trapped vapor is equal to the volume of the cavity, 
Vc, so that V* corresponding to point A is equal to 1. The 
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interface is at stable equilibrium from point A to point D 
because A'increases with V*. The maximum values of A'occur 
at points B, C, and D for contact angles of 150, 120 deg, and 
for contact angle equal to or less than 90 deg, respectively. 
The values of Kmax can be determined from the geometric 
shapes shown for cases (1) and (2) in the insets of Fig. 7 and 
can be expressed as 

Km (35) 
1 </> < 9 0 d e g 

ŝin<$> <j>>90 d e g 

Nucleation occurs when the nondimensional modified curva
ture has maximum value. The incipient superheat can be ob
tained from Eq. (33) and can be expressed as 

ATW 
PvhfgDc 

~K„ (36) 

Equation (36) suggests tha t / ! in Eq. (4) is unity for 0<9O 
deg and is equal to sm<j> for 0>9O deg. The effect of amount 
of gases is quantified by gas mole fraction x in the cavity 
according to the system pressure p0 and the volume of the 
cavity Vc. For p0= 1 atm, rc = 2 /xm, </> = 60 deg, Fig. 8 shows 
the change in K with V* for x=0, 0.5, and 1.0 when the 
spherical cavity has a mouth angle iAm = 30 deg. Points A, B, 
and C represent the minimum free energy positions during the 
entrapping process for gas mole fractions of x=Q, 0.5, and 
1.0, respectively. The value of K for the incipient condition is 
changed to A*, B*, or C* for gas mole fractions of 0, 0.5, 
and 1.0, respectively. The gas mole fractions are varied par-
ametrically, and this does not imply that cavities will always 
have gas mole fractions as high as 0.5 and 1.0. The value of 
A"max at the critical point C* represents the minimum possible 
incipient superheat for this cavity. The value of A"max~0.1 
represents an incipient superheat that is only 10 percent of the 
superheat predicted in the absence of gas in this cavity. Because 
Kmax increases as V* increases from Cto C*, the vapor bubble 
nucleus will be stable during this growth process. The gas mole 
fraction changes with the number of vapor bubbles that are 
generated from a particular cavity. Experimental observations 
showed (e.g., Wang, 1992) that at some sites bubbles were 
initially generated at low superheats (0.5-2 K). After some 
time nucleation was suppressed until superheat increased to a 
certain value. Thereafter vapor bubbles started to form again. 
As the gas mole fraction is reduced further, the vapor, bubble 
nuclei remained on the cavity until a higher superheat was 
imposed to overcome the condition represented by the critical 

point. This process continued until the gas mole fraction ap
proached 0 and the critical point returned to point A*. Figure 
9 shows changes in A^x with gas mole fraction for different 
contact angles. Irrespective of the initial gas mole fraction in 
the cavity, the gas mole fraction in the cavity will attain a 
value consistent with Henry's law after several bubbles are 
released. For gas mole fraction, x, less than 0.01, the value of 
-̂ max approaches that given by Eq. (35). 

A Model for Naturally Formed Cavities. In order to apply 
the criterion given by Eq. (25) to spherical cavities, the cavity 
mouth angle is needed. For measurements of cavity diameters 
at different depths, Wang and Dhir (1993) concluded that on 
a super smooth copper surface, most of the cavities were spher
ical in shape. Wang and Dhir also determined the total number 
density of all types of cavities and number density of cavities 
with mouth angle less than 90 deg. Conceivably the number 
density of cavities with other mouth angles could also be de
termined. However, such a process will be very tedious and 
time consuming. In the following, a theoretical approach for 
determining the number density of cavities with mouth angle 
less than a specified mouth angle, i/<„„ is developed. 

In modeling the depth or mouth angles of cavities present 
on a very smooth polished surface, it is assumed that these 
cavities originate from microporosity present in the solid and 
are spherical in shape. It is also assumed that a very large 
number of randomly located cavities are present and cavities 
in a given size group are not affected by those in other groups. 
When material to a depth / is removed from the top of a hollow 
sphere, a cavity of mouth angle 4>m is generated. Since micro
pores are randomly formed in the solid, all cavities of a given 
radius, rs, will correspond to the cavities that have been formed 
by removal of material in the depth range 0<l<2rs, or the 
mouth angle of the cavities will lie in the interval 0<ip,„ < 180 
deg. Figure 10(a) shows a sketch of single size cavities present 
ifi the solid. The probability density function fs(I) for these 
cavities will have uniform distribution in the range 0<l<2rs. 
Figure 10(6) shows a graph of the probability density function. 
The value of the probability density function is l/2rs. 

The cumulative probability distribution Fs(l) (as shown in 
Fig. 10c) of all the cavities of radius, rs, that will form when 
a material of thickness, /, is removed is written as 

Fs(l)=\fs(l)dx = ±- (37) 
2r, 
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Fig. 10 Probability distribution of spherical cavity side angles 

The depth, /, is related to cavity mouth angle, \j/m (shown in 
Fig. IOCO as 

l = rs(l-costm) (38) 

NowFs(^,„) represents the probability of finding cavities with 
mouth angle less than i/-,„. From Eqs. (37) and (38) the ratio 
of probability of cavities formed by removal of material to 
depths / and /"in cavities with mouth angles less than ipm and 
\jj°m can be written as 

_ F"0) _ / _ l - cos i / - m 
F Fs(l°) 1° 1 -cosC 

(39) 

On a heater, cavities of different sizes exist due to gas micro-
porosity. As stated earlier, if cavities in different size groups 
behave in a similar manner, the above equations will apply to 
all sizes of cavities. However, it should be noted that meas
urements reported in the companion paper were limited to 
cavities with diameters less than 20 ^m but greater than 2 ^m. 
If 7VS is the cumulative density of spherical cavities of all sizes 
and all mouth angles (0-180 deg), the number density of cavities 
with mouth angle less than \[/m can be written as 

Na,W,n)=FsWm)'Ns--
1 — cos \l/„ 

•Ns (40) 

Similarly, the ratio of cumulative density of spherical cavities 
of mouth angle less than \j/m and \j/"m can be written as 

N„Wm)_ „ 1-
7FT = -rs(V'm. Wm)'-

• cos \p„ 

N t I o \ ~ A v T nit Tint t to V^l/ 

as Mm) l -COSl /v» 
According to the gas/vapor entrapment criteria developed 

earlier, for a contact angle <j>, the spherical cavities that trap 
gas/vapor have mouth angles less than i/-,„, such that 

4>>im (42) 
Since these are the cavities that have the potential to become 
active, the cumulative number density of active nucleation sites 
for a contact angle <l> can be written as 

(43) 
= Pas(^^n)'KArm) 

In Eq. (43) Pas is a function of contact angle and cavity mouth 
angle and is expressed as 

Pas(<l>, Vm) '• 
1 - cos 4> 

1 — COS l/'°„ 
(44) 

Equation (43) shows that the cumulative active nucleation site 
density for a specified contact angle, 4>, can be expressed in 
terms of the cumulative density of cavities with cavity mouth 
angle, \pm, less than the specified contact angle. It must be 
stressed here that Eq. (43) is only applicable to surfaces on 
which spherical cavities stemming from micropores in the solid 
are present. As an example, it will not apply to artificially 
roughened surfaces. The approach, however, is very general 
and can be extended to cavities of other geometries. 

Black spots observed during determination of cavities on a 
surface are not always real cavities (Yang and Kim, 1988). 
While determining a real cavity, it is necessary to examine its 
depth. Therefore, the cumulative active site density has to be 
based on a contact angle other than 180 deg. Since measure
ment of the cavity side angle (see Wang, 1992) is based on two 
different diameters in two different layers on the heater sur
face, it is most convenient to use a 90 deg mouth angle as a 
reference. For a reference angle of 90 deg, Nas means the 
cumulative density of sites whose diameter becomes larger after 
removal of the first layer of material from the heater surface. 
Therefore, Eq. (43) is expressed in terms of a reference mouth 
angle of 90 deg as 

NaW =Pas(<t>, tf°=90 deg)'Nas(r'n, = 90 deg) (45) 
The ratio of cumulative density of active nucleation sites for 

contact angles <j> and </>° is obtained as 

Na(4>) 
••Pa(<l>, </>")•• 

1 - cos <j> 
(46) 

Na(<t>°) '"'r' r ' \-cos<l>0 

Equations (44) and (46) are valid for cavities up to a given 
size, Dc. Since in boiling experiments cumulative site density 
is observed as a function of wall superheat, to obtain the ratio 
of cumulative density of active nucleation sites for contact 
angles 4> and 4>° at a given wall superheat, Eq. (46) must be 
corrected following the prediction from Eq. (36). 

A W , AT) _ l-cos</> K°max 

Na(<t>°,AT) ' ( 0 ' 0 ) l-cos^»0Vmax 
(47) 

Discussion 

Gas Entrapment Criterion. In order to verify the condi
tions for gas/vapor entrapment as given by Eq. (25), the data 
of cavity mouth angle and contact angle for nucleating sites 
are taken from the companion paper. Figure 11 shows the 
relation between contact angle and cavity mouth angle for 
nucleating sites. For a contact angle of 90 deg, the cavity mouth 
angles of two nucleating cavities are 43.54 deg and 50.60 deg. 
These cavities are smaller than the contact angle of 90 deg. 
For a contact angle of 35 deg, the cavity mouth angles for the 
three nucleating sites are 32.14 deg, 11.73 deg, and 24.16 deg 
and are again smaller than the contact angle of 35 deg. When 
the contact angle is 18 deg, the cavity mouth angles of the 
nucleating sites are 14.31 deg, 9.46 deg and 15.73 deg. Once 
again these angles are smaller than the contact angle of 18 deg. 
All cavity mouth angles of nucleating sites shown in Fig. 11 
lie in the gas/vapor entrapment region and provide the validity 
Of the gas/vapor entrapment criteria developed earlier. 

Surface Site Density. To predict from Eq. (40) the total 
number of cavities with mouth angle less than a certain angle, 
one set of cavity site density data for a particular cavity mouth 
angle is needed. As mentioned earlier, the present authors have 
obtained data for surface site density, Nas, of cavities with 
\j/m<90 deg. Figure 12 shows their data and a best fit through 
the data. The dotted lines show the predictions from Eq. (40) 
for \i-„, < 180 deg and \p,„< 18 deg. 
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According to Eq. (40), the surface cumulative site density, 
Ns (=Nas(\l/m<l80 deg)), should be two times the surface 
cumulative site density with cavity mouth angles less than 90 
deg, Nas(\j/,„<90 deg). It is found that the predicted values 
agree reasonably with the data for cavity diameters Dc less 
than 3 /mi. For cavity diameters between 3 and 6 /tin, the data 
are higher than the theoretical value and seemingly include 
black spots, which are not real cavities. Cavities with diameters 
larger than 7 /xm are probably a result of scratching of the 
surface with emery paper. The model for naturally formed 
cavities is not applicable to these artificial cavities and severely 
underpredicts the measured density of cavities present on the 
surface. It can also be noted from Fig. 12 that of all the 
spherical cavities (\jj,„< 180 deg) only about 2.5 percent of the 
cavities have mouth angles less than 18 deg. 

Nucleation Site Density. A comparison of the active site 
density predicted from Eq. (43) is made in Figs. 13(a), 13(6), 
and 13(c) for contact angles of 90, 35, and 18 deg, respectively. 
The data were obtained from the companion paper (Wang and 
Dhir, 1993). In making the predictions, from Eq. (44), the 
cumulative surface site density, Nas(\j/m<9Q deg) was used. 
The active cavity diameters were obtained by relating them to 
superheats through Eq. (36). The details are given by Wang 
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(1992). It is seen from Fig. 13 that the predictions are consistent 
with the data for a contact angle of 90 deg. The active site 
densities predicted from the model for 35 and 18 deg are also 
in reasonable agreement with the data. Thus a completely 
theoretical model has been developed for relating the cavities 
present on the surface to those that actually nucleate. 

According to Eq. (43) most of the sites on a particular surface 
will become inactive if the liquid wetted the surface well. Kuri-
hara and Myers (1960) experimentally determined the active 
nucleation sites on copper surfaces with both water and ace
tone. Their number density data, when plotted as a function 
of cavity diameter, show that cavity site density with acetone 
is about 600 times smaller than that for water. From the present 
analysis this reduction will correspond to a contact angle of 3 
deg for acetone, if the contact angle with water is assumed to 
be 90 deg. A contact angle of 3 deg is within the range of 
expected contact angles for acetone, which wets the copper 
surface well. Conditions of the copper surface used in the 
experiments of Kurihara and Myers (1960) are not known 
precisely. If in their experiments with water the contact angle 
was less than 90 deg, the contact angle deduced from Eq. (43) 
will still be between 0 and 3 deg. 

To test the validity of the present model further, the pre
dictions from the present model for the ratio, Pa, of the active 
cavities for different contact angles was compared with the 
data of Eddington and Kenning (1979). For water and brass, 
they reported a maximum contact angle of 80 deg. This angle 
has been used here to normalize the cumulative active site 
densities. Figure 14(a) shows a comparison of the predictions 
from the present analysis with the data obtained on a brass 
surface. Yang and Kim's (1988) prediction, expressed by Eq. 
(10), is also plotted. It is seen that the data compare favorably 
with the prediction from Eq. (46), which is based on the present 
model for spherical cavities. Yang and Kim's equation, based 
on the conical cavity model, predicts much weaker dependence 
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of site density on contact angle. Similar results for a steel-
water system are plotted in Fig. 14(d). Now the data are nor
malized with that for a contact angle of 63 deg, since this was 
the highest contact angle obtained for this solid-liquid com
bination. 

Conclusions 
1 A gas/vapor entrapment criterion for cavities present on 

a surface has been developed. According to this criterion, a 
cavity will trap gas/vapor if the contact angle is greater than 
the minimum cavity side angle. For spherical and conical cav
ities, the mouth angle is the minimum side angle. 

2 For contact angles less than 90 deg, the incipient superheat 
is independent of contact angle. However, for i/<>90 deg, it 
is proportional to sin<£. 

3 By combining the gas/vapor entrapment criterion with a 
knowledge of the cavity diameter distribution and the cavity 
mouth angles, the number density of active sites can be pre
dicted. 

4 Geometric arguments can be used to predict the side angle 
distribution of spherical cavities present on a super smooth 
surface. 

5 The reduction in the number density of active cavities as 
the surface wettability improves is predicted well by the model. 
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Forced Conwectiwe Boiling of 
Nonazeotropic Refrigerant 
Mixtures Inside Tubes 
Forced convective boiling of nonazeotropic mixtures inside horizontal tubes was 
investigated experimentally. The heat transfer coefficient and pressure drop of pure 
refrigerant R123 and a mixture ofR123 and R134a were measured in both a smooth 
tube and a spirally grooved tube. The heat transfer coefficient for the mixture was 
found to be lower than that for an equivalent pure refrigerant with the same phsycial 
properties, not only in the boiling-dominant region but also in the convection-
dominant region. On the basis of this experiment, correlations were proposed for 
heat transfer coefficients in smooth and grooved tubes; the reduction in heat transfer 
coefficient for the mixture is attributed to the mixture effects on nucleate boiling 
and to the heat transfer resistance in the vapor phase. This heat transfer resistance 
is caused by the sensible heating of the vapor phase accompanying the rise in 
saturation temperature. These correlations are able to predict the heat transfer data 
within ±20 percent. 

Introduction 
Recently, a number of studies on forced convective boiling 

of nonazeotropic mixtures have been conducted as part of the 
effort to improve the performance of heat pump systems. 

Bennett and Chen (1980) developed a correlation for heat 
transfer coefficients where the effects of diffusive resistance 
on nucleate boiling and on two-phase forced convection (i.e., 
forced convective evaporation) were taken into account sep
arately. As reported by Yoshida et al. (1990), however, their 
correlation underestimates the heat transfer coefficient in the 
convection-dominant region because the correlation overesti
mates the effect of diffusive resistance on two-phase forced 
convection. 

Mishra et al. (1981) and Singal et al. (1984) conducted ex
periments on forced convective boiling of R22/R12 and R13/ 
R12 inside horizontal tubes, and obtained empirical correla
tions. However, the heat transfer characteristics of the mixtures 
were not adequately discussed in their work. In addition, these 
correlations do not seem to be applicable to other mixtures, 
although they are expressed in nondimensional form. 

In theoretical models developed by Sardesai et al. (1982), 
not only does the mixture affect nucleate boiling (this is rec
ognized as an effect of diffusive resistance on nucleate boiling), 
but the thermal resistance in the vapor phase also causes a 
degradation in heat transfer coefficient. However, the effect 
of diffusive resistance on two-phase forced convection is ne
glected. 

According to an experimental study using mixtures of re
frigerants Rll and R114 by Murata and Hashizume (1988, 
1990), the heat transfer coefficient of mixtures is significantly 
lower in the boiling-dominant region, while it is almost equal 
to that of an equivalent pure fluid with the same physical 
properties in the convection-dominant region. Jung et al. 
(1989a, 1989b) reached the same conclusion through experi
ments with mixtures of R22/R114 and R12/R152a; that is, the 
effect of diffusive resistance is small in the convection-dom
inant region. 

The authors have performed an experimental study using a 
mixture or refrigerants R123 and R134a. The difference in 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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boiling point between R123 and R134a (about 54 K) is much 
larger than that between Rll and R114 (about 20 K) as used 
in the previous experiments by Murata and Hashizume (1988, 
1990). The objectives of this work were to clarify the char
acteristics of forced convective boiling in nonazeotropic mix
tures flowing inside tubes and to develop a generalized 
correlation for the heat transfer coefficient of refrigerant mix
tures. 

This research is one of the R & D programs run by the 
Technology Research Association for the Super Heat Pump 
Energy Accumulation System, entrusted by the New Energy 
and Industrial Technology Development Organization 
(NEDO). 

Experimental Apparatus and Procedure 
The experimental apparatus and procedure used in this work 

are as described in the previous report by Murata and Hash
izume (1988, 1990), and details are given here only briefly. 
Figures 1(a) and 1(6) show the complete experimental appa
ratus and a test section, respectively. The main components 
of the apparatus are the test sections, pre- and after-evapo
rators, and condensers, all thermally insulated with glass wool 
and fitted horizontally. The refrigerant liquid, which is con
densed in condensers about 7 m above the test section, flows 
down through the down-comer under gravity into the pre-
evaporator. Here it is heated to give any desired quality at the 
test section inlet. The local heat transfer coefficient and pres
sure drop are measured in the test section. The refrigerant 
evaporates completely in the after-evaporator, and returns to 
the condenser via a riser. The pre- and after-evaporators and 
the condensers are all double-tube-type heat exchangers, in 
which the refrigerant is heated or cooled by water. The heat 
transfer rate at each heat exchanger was calculated from the 
temperature change and flow rate of heating or cooling water. 
The temperature change and flow rate were measured by C-
C thermocouples and float-type flowmeters calibrated before
hand. 

Each test section consists of a 734-mm-long by 12.7-mm-
o.d. tube with connecting flanges at both ends. Two test sec
tions are connected in series with a PT-tap (pressure and tem
perature measuring tap) between them. Sheathed heaters are 
wound around the tube at 5 mm pitch, and are heated elec-

6 8 0 / V o l . 115, AUGUST 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cooling water 

Ball valve 

Cooling water 

Flange Heating 2one 
300 

Test tube 
(1/2") 

Ball valve 

2 j X > r / Heating water 

/Af ter- l 

Down comer 
(Liquid phase) 

Fluid flow meter 
\ Control valve 

Heating 
Water Sight glass T e s t s e c t i o n Pre-evaporator 

Fig. 1(a) Refrigerant flow chart 

trically. Thermocement with a high thermal conductivity is 
applied over the outer tube surface to give a uniform heat flux. 
The test sections are thermally insulated with fiberglass, glass 
wool, and aluminum tape so that heat loss could be neglected. 
The tube wall temperatures are measured by 0.5 mm</> C-A 
(chromel-alumel) thermocouples soldered outside the tube with 
their junctions out of direct contact with the sheathed heaters. 
The measuring points were at two axial locations in the 300 
mm heating zone and at three circumferential positions (top, 
bottom, and side). 

Measurements of refrigerant flow rate were carried out by 

Fig. 1(b) Test section 
Fig. 1 Experimental apparatus 

volumetric flowmeters. A precise digital pressure gage and a 
pressure difference meter were used for measurements of static 
pressure and pressure drop, respectively. The local pressure in 
the test section was interpolated linearly from the measured 
pressures at the inlet and outlet of the test section. 

Experiments were conducted using a smooth tube (i.d. = 
10.3 mm) and a spirally grooved tube (i.d. = 10.7 mm, number 
of grooves = 60, groove depth = 0.3 mm, lead angle = 30 
deg, groove pitch = 0.56 mm), both made of copper. The test 
fluids used were a pure refrigerant, R123, and a mixture of 
R123 and R134a. The mole fraction of R134a was 10 percent, 
which was selected as a working fluid for the Super Heat Pump 
Energy Accumulation System described in the introduction. 
The range of experimental parameters is summarized in Table 
1. 

Assuming liquid-vapor equilibrium in a cross-sectional area 
of the tube, the energy balance in the test section is expressed 
as: 

W{xiG + {\ -x)iL) = W{xiNiG.IN+ (\ ~xIN)iL.,N} + irDAzg 

(1) 
where W is the mass flow rate of the refrigerant, x is the 

Nomenc la ture . 

ANB = empirical factor in Eq. (36) 
Bo = boiling number = q/G-r 
C<t = empirical constant in Eq. (29) 
Cp = specific heat, J/(kg K) 

inner tube diameter, m 
outer tube diameter, m 
two-phase frictional pressure drop, Pa/m 
frictional pressure drop if only the liquid 
were flowing, defined by Eq. (17), Pa/m 

(dTs/di)p = saturation temperature differentiated by en
thalpy, K/(J/kg) 
acceleration factor 
given by Eq. (26) 
friction factor at liquid-vapor interface, de
fined by Eq. (50) 

G = mass flux of fluid, kg/(m2 s) 
g = gravitational acceleration =9.81 m/s2 

r = latent heat of vaporization, J/kg 
/ = specific enthalpy, J/kg 

M = molecular weight 
P = pressure, Pa or bar 
Pc = critical pressure, Pa 

D, 
D0 

(dP/dz)F 
(dP/dz)L 

F 
FP 

fa 

Ps = saturation pressure, Pa or bar 
Pr = Prandtl number 
q = heat flux, based on internal surface area of 

tube = irD,dz, W/m2 

qG = heat flux transferred into vapor core at liq
uid-vapor interface, W/m2 

ReL = Reynolds number, defined by Eq. (18) 
S = suppression factor 

St = Stanton number, defined by Eq. (47) 
Tj = temperature at liquid-vapor interface, K 
Tc = critical temperature, K 
TG = vapor phase temperature, K 
7̂  = saturation temperature, K 
Tw = inner tube wall temperature, K 
uG = vapor velocity, given by Eq. (49), m/s 
x = quality, given by Eq. (2) 

XM = mole fraction of more volatile component 
(R134a) in liquid phase 

X„ = mass fraction of more volatile component 
(R134a) in liquid phase 

Xwo = overall mass fraction of more volatile com
ponent (R134a) 
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Table 1 Range of experimental parameters 

Test tube 

Test fluid 

Test Pressure 

Mass flux G 

Heat flux q 

Quality x 

Quality change 

in testsection 

Smooth tube: 00=12.7111111,01 = 10.3111111 

Spirally grooved tube: Do=12.7mm,Di=10.7mm 

number of grooves = 60 

groove depth = 0 . 3mm 

lead angle = 30° 

Pure refrigerant: R123 

Mixture: R123/R134a(90/10 mole%) 

R123 :2.0bar 

R123/R134a: 2.2bar for G-100,200kg/m!s 

2.4bar for G~300kg/m*s 

Smooth tube: 100,200,300kg/m2s 

Grooved tube: 93,185,278kg/m2s 

0,10,20,30 kW/m* 

0.1-1.0 

0.02(G=300kg/m*s,q=10kW) 

- 0.22(G=100kg/mi,s,q=30kW) 

equilibrium vapor quality, / is the specific enthalpy, D, is the 
inner diameter, Az is the effective heat transfer length, and q 
is the heat flux. The subscripts L, G, and IN denote liquid 
phase, gas phase, and inlet of test section, respectively. The 
vapor quality, x, for a mixture is given by the following equa
tion: 

x — (Xwo — Xw)/( Y„ — X„) (2) 

where Ym Xm and Xwo are the vapor-phase, liquid-phase, and 
overall mass fractions of the more volatile component (R134a). 
The values of Ym Xm iG, and iL were estimated using the state 
equation by Peng and Robinson (1976). The value of the binary 
interaction parameter, 5,y, in the state equation is fixed at 0.051 
as reported by Nakaiwa et al. (1990). The mass fractions and 
specific enthalpies are functionally expressed as: 

-* w * i v V / > * s) 

XW = XW(P, Ts) 

iG = iG(P, T„ Yw) 

iL = iL(P, TS,XW) 

(3) 

(4) 

(5) 

(6) 

where P and Ts are the refrigerant pressure and temperature, 
respectively. The local values of Yw, Xw, Ts, and x are evaluated 
by solving Eqs. (l)-(6) with measured values of W, P, and q. 
The local heat transfer coefficients at each thermocouple po
sition are obtained as follows: 

otk = q/{Tw<k-Ts) k=t,s,b (7) 

where the subscripts t, s, and b denote the circumferential 
positions, i.e., top, side, and bottom, respectively. The inner 
tube wall temperature, Tw;k, was calculated from the measured 
outside wall temperature by the one-dimensional radial heat 
conduction equation. The value of q was calculated from the 
electrical power input into the sheathed heater. The average 
local heat transfer coefficient, a, was determined by 

a = (a, + 2a s +a 6 ) /4 (8) 

Although the a data were obtained at two axial locations in 
the heating zone of a test section, the difference between x 
values at the two locations was small in most experiments 
(under 0.06 for G~ 200, 300 kg/m2s, and under 0.11 for G~ 100 
kg/m2 s). Thus, the mean of the two a values was regarded 
as an a datum for the mean quality. In the condition of x~ 1, 
however, the a and x data at the upper-stream station were 
adopted since dry-out of the heat transfer surface was often 
recognized in the heating zone. 

Pressure drop measurements were carried out under heating 
and adiabatic conditions. Total pressure drop in a test section, 
AP, consists of frictional APF and accelerational APA com
ponents, i.e., 

AP = APF+AP,4 (9) 

Under the adiabatic condition, the measured pressure drop 
may be regarded as the frictional component since AP^ = 0. 
Under the heating condition, frictional pressure drop data were 
obtained by subtracting AP^ from AP. AP^ is expressed by 

AP„ = G2 x2 (l-xf 
JPa (1 •y)pi JPG (1 -

X? 
l)pL 

(10) 

where G, y, and p are the mass flux of refrigerant, the void 
fraction, and the density, respectively. The subscripts IN and 
OUT denote the inlet and outlet of the test section, respectively. 
The value of 7 was evaluated from the correlation by Fauske 
(1961), and is given by 

Nomenclature (cont.) 

X„ = Martinelli parameter, defined by Eq. (19) 
YM = mole fraction of more volatile component 

(R134a) in vapor phase 
Y„ = mass fraction of more volatile component 

(R134a) in vapor phase 
z = coordinate in flow direction, m 
a = heat transfer coefficient based on internal 

surface area of tube, W/(m2 K) 
aTC = two-phase convection contribution, W/(m2 

K) 
aG = vapor-phase heat transfer coefficient based 

on internal surface area of tube, W/(m2 K) 
aG* = vapor-phase heat transfer coefficient given 

by Eq. (47) or (52), W/(m2 K) 
aL = single-phase heat transfer coefficient if the 

liquid alone were flowing, defined by Eq. 
(21) or (22), W/(m2 K) 

aLF = heat transfer coefficient of liquid film, 
W/(m2 K) 

aNB = nucleate boiling contribution, W/(m2 K) 
apB = pool boiling heat transfer coefficient, 

W/(m2 K) 

7 = 
5 = 

SfJ = 
•n = 

x = 
p = 
a = 
Tj = 

Subscripts 

C 
TC 

G 
i 

ID 
L 

NB 
PB 

1 
2 

void fraction, given by Eq. (11) 
characteristic length, defined by Eq. (29), m 
binary interaction parameter 
viscosity, Pa s 
thermal conductivity, W/(m K) 
density, kg/m3 

surface tension, N/m 
vapor shear stress at liquid-vapor interface, 
N/m2 

parameter defined by Eq. (16) 

critical constant 
two-phase convection 
vapor phase 
liquid-vapor interface or inner tube 
ideal or equivalent pure fluid 
liquid phase 
nucleate boiling 
pool boiling 
more volatile component, Freon R134a 
less volatile component, Freon R123 
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Fig. 2 Isobaric phase-equilibrium diagram 

Table 2 Physical properties of pure and mixture refrigerants 

Property R123/R134a" 

(90/10mole?s) 

Pressure 

Saturation temperature 

Liquid density 

Vapor density 

Liquid viscosity 

Vapor viscosity 

Liquid specific heat 

Vapor specific heat 

Liquid thermal conductivity 

Vapor thermal conductivity 

Surface tension 

b a r 
K 

kg /m 3 

kg /m 3 

Pa s 
Pa s 
J /kgK 
J /kgK 

W/mK 
W/mK 
N/m 

2 . 0 
320 
1400 
1 2 . 0 
3 . 3 2 x 1 0 " " 
1 .20X10" 5 

1030 

773 
0 . 0 6 9 4 

1 0 . 0 
0 . 0 1 5 

2 . 2 
318 
1450 
1 2 . 8 

3 . 3 2 x 1 0 " " 
1 .22X10" 5 

1000 
777 
0 . 0 6 9 9 
8 .49 

0 . 0 1 8 

the values for vapor quality x=0.5 

y=U+{(l-x)/x}(PG/pL)1 
(11) 

The accelerational components accounted for less than 30 per
cent of the total pressure drops in most experiments. The 
frictional pressure drop data in the adiabatic and heating con
ditions were in good agreement within the range of experi
mental scatter. 

Figure 2 shows an isobaric phase-equilibrium diagram ob
tained from the Peng-Robinson (P-R) equation of state. Ther
modynamic properties of the mixtures for use in data analysis 
were calculated using the P-R equation of state. For the cal
culation of transport properties of the mixtures, the methods 
described by Reid and Sherwood (1966) were adopted. Table 
2 shows the properties of R123 and R123/R134a (90/10 mole 
%) where the values for x = 0.5 are given for the mixture since 
the properties of mixtures are a function of quality under a 
constant pressure. 

The uncertainty in the a value is caused by uncertainties in 
the heat flux, q, and the wall superheat, (Tw— Ts). The value 
of Ts was evaluated from the refrigerant pressure and enthalpy 
using the P-R equation of state. Thus, the accuracy of the 7"s 

value depends largely upon the accuracies of the refrigerant 
pressure measurements (1 kPa, corresponding to 0.13 K in 
saturation temperature) and refrigerant flow rate measure
ments (1 percent, corresponding to 0.1 K in saturation tem
perature) excluding the accuracy of the P-R equation of state. 
The uncertainties in q and T„ were estimated to be 1 percent 
and 0.2 K, respectively. From the uncertainties of Ts, Tw, and 
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Fig. 3 Frictional pressure drop data in nondimensional form 

q, the uncertainty in the a data was estimated to be within 
±10 percent for ( r w -7^)2 :3 K. This value increases with 
decreasing (Tw— Ts), that is, with decreasing q and increasing 
a. 

In order to validate the experimental apparatus and pro
cedure, single-phase heat transfer and pressure drop data were 
taken for a smooth tube. The local heat transfer coefficients 
were measured with the subcooled liquid heated in the test 
section and compared with the Dittus-Boelter equation 

a = 0.023ReiSPri,4X£/A-

ReLO = GDi/r,L (12) 

The a data for G>300 kg/m2 s, where the Reynolds number, 
ReLO, is larger than 9000, was found to agree with Eq. (12) 
within ±7 percent. The pressure drops were measured with 
the superheated vapor flowing in the test section and the fric
tion coefficient data were compared with the Colburn equation 

f=0.046/Re°G2
o 

ReGO = < W ? G (13) 

All data were found to agree with Eq. (13) within ± 7 percent. 

Experimental Results and Discussion 

Pressure Drop. Figures 3(a) and 3(b) show the frictional 
pressure drop data in the form <kL-X„ for the smooth and 
grooved tubes, respectively. Pressure drop measurements were 
carried out in heating and adiabatic conditions. As the fric
tional pressure drops in the both conditions were in good 
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Fig. 4 Heat transfer coefficients 

agreement within the range of experimental scatter, they are 
shown without distinction in Fig. 3. 

The frictional pressure drop data for R123/R134a were cor
related using the same equations as for R123, based on the 
properties of the equivalent pure fluid, which were calculated 
using the methods of Reid and Sherwood (1966). Accordingly, 
the frictional pressure drop for the mixture R123/R134a is 
regarded as approximately equal to that for the equivalent 
pure fluid. This accords with the experimental results by Ross 
et al. (1987). The correlations are expressed as 

*L = 1 +2A(1/Xllf
9 for the smooth tube 

* i = 1 + 2.5(l/X„f9 for the grooved tube 

$L={(dP/dzh/(dP/dz)L 

(14) 

(15) 

(16) 
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Fig. 5 Heat transfer coefficients for R123 in the form a- q 

- {dP/dz)L = (0.184/Rer) (G(l -

ReL = G(l~4D,-A,L 

x)Y/2DiPL 

x)/x}0%G/pLf5(VL/r,a)0A 

(17) 

(18) 

(19) 

where - (dP/dz)F^ the two-phase frictional pressure drop. A 
simple correlation for the smooth tube was suggested by Chis-
holm (1967) as follows: 

&L=\+2Q/X„+\/xl (20) 

This correlation is shown by a broken line in Fig. 3(a). It is 
found that Chisholm's correlation does not differ from Eq. 
(14) greatly except in the region of small \/X„. On the other 
hand, the frictional pressure drop for the grooved tube was 
about 30-40 percent larger than that for the smooth tube. 

Heat Transfer Coefficient. Figures 4(a), 4(b), and 4(c) show 
the heat transfer coefficient data. Heat transfer coefficients 
for R123/R134a are apparently lower than those for R123 
alone. The dependence of heat transfer coefficients on mass 
flux, quality, and heat flux, however, is too complicated to 
allow discussion of the heat transfer characteristics from these 
figures. Thus, these data are rearranged in different forms. 
According to observations through a sight glass, the flow pat
tern was annular or semi-annular in the region x>0.2 except 
for G= 100 (or 93) kg/m2 s. In order to distinguish the effects 
of flow stratification, the discussion here ignores G = 100 (or 
93) kg/m2s. 

The heat transfer coefficient data for R123 at x = 0.2, 0.5, 
and 0.8 (or the interpolated values) are shown in Fig. 5, where 
some data for q = 40 kW/m2 are also included. The heat 
transfer characteristics for the grooved tube are similar to those 
for the smooth tube. Although the heat transfer coefficient 
depends on heat flux in the low-quality and low-mass-flux 
region, this dependence is less significant in the high-quality 
and high-mass-flux region. In this region the heat transfer 
coefficient for the grooved tube is about twice as large as that 
for the smooth tube. Recently Schlager et al. (1990) and Khan-
para et al. (1986) performed experiments with R22 and R113 
flowing inside microfin tubes, respectively. The heat transfer 
enhancement factors were shown in their reports (1.6-2.2 and 
1.3-2.0, respectively), but the dependence of heat transfer coef
ficient on heat flux, mass flux, and quality was not discussed 
in detail. Ito and Kimura (1979) and Kimura and Ito (1981) 
measured the local heat transfer coefficients with R22 and R12 
flowing inside spirally grooved tubes. Their data indicated the 
same characteristics as the present data except in the region 
of G<65 kg/m2s, where capillary action in the grooves is 
dominant due to low vapor velocity. 

Figures 6(a) and 6(b) show the heat transfer coefficient data 
for R123 in the smooth tube and the grooved tube, respectively. 
The ordinate and abscissa are a/aL and l/X„. aL is the single-
phase heat transfer coefficient when the liquid component is 
flowing alone, and it is given by 

aL = 0.023Re£8PrrA/7A f o r t h e smooth tube (21) 

aL = 0.036Re^8Pr^4XL/£),- for the grooved tube (22) 
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Heat transfer coefficients for R123 in the form alaL 

0' 

•MX„ 

Equation (21) is based on the Dittus-Boelter equation. Equa
tion (22) was obtained from single-phase heat transfer data 
for the grooved tube. The value of the boiling number, Bo 
(=q/G-r), is given for each datum in Fig. 6. For the smooth 
tube, a/a/, can be represented as a function of Bo and X„. 
The a/a/, values in the region of small \/X„ are significantly 
dependent on Bo, and this implies that nucleate boiling is 
dominant. As \/X„ becomes larger, the dependence of a/aL 
on heat flux becomes less significant. That is, nucleate boiling 
is suppressed and two-phase forced convection becomes dom
inant. The heat transfer characteristics for the grooved tube 
are similar to those for the smooth tube, but the dependence 
of a/aL on Bo is not so clear. 

Figures 7(a) and 1(b) show the heat transfer coefficients for 
the mixture of R123 and R134a. The dependence of <x/<xL on 
the heat flux is insignificant compared to that for R123, and 
so nucleate boiling is found to be reduced by mixture effects. 
In the grooved tube, the heat transfer coefficients are almost 
independent of heat flux. 

Correlation of the Heat Transfer Coefficients 

For the Pure Refrigerant. Chen (1966) proposed that the 
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Fig. 7 Heat transfer coefficient data for R123/R134a in the form alaL 

-MX,, 

heat transfer coefficient for forced convective boiling, a, could 
be expressed as the arithmetic summation of the two-phase 
convection contribution aTC and the nucleate boiling contri
bution aNB. 

a = aTC+aNB (23) 

= aL-F+aPB-S (24) 
Here, aPB is the pool boiling heat transfer coefficient at the 
same value of wall superheat as for forced convective boiling, 
and S is a factor representing the suppression of nucleate boil
ing due to liquid flow. The value of ctPB for the smooth tube 
was obtained from the correlation by Nishikawa et al. (1982), 
and is given by 

aPB = 31A{Ffi
c-

2Fl)/(Af,-170
e-

9))$l (25) 
Fp = (P/Pcf

23/[l - 0.99(P/Pc)f
9 (26) 

and aPB for the grooved tube was obtained from the modified 
correlation below: 

aPB = mP°c2FP/(M°An-9)}Qpl (27) 
A comparison of these correlations with the heat transfer coef-
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Fig. 8 Comparison between predicted and experimental heat transfer 
coefficients for R123 

ficient data is shown in Fig. 5. In the low-quality and high-
heat-flux region, the heat transfer coefficient for forced con-
vective boiling is independent of mass flux, and approaches 
that for pool boiling. Equation (27) is shown as an asymptote 
in Fig. 5 and was obtained by assuming that <XPB is in proportion 
to {F^-2Fp/(AfAT^-9))^pB. The proportional constant ( = 48) 
was determined by a fit to the data for x = 0.2. Bennett et 
al. (1980) derived the factor S analytically as 

S= [1 - exp( - aTC5/XL)]/(aTC5/XL) 
-,1/2 

(28) 
5 = Cd[o/g(PL-PG)]"z (29) 

The empirical constant Cd was previously found to be 0.08 by 
Murata and Hashizume (1988, 1990). The factor F represents 
the acceleration effect of liquid due to vapor shear stress and 
is shown as an asymptote in Fig. 6. The asymptote was obtained 
by a fit to the data and is written as 

F= 2.44(1/X„)0-863 for the smooth tube (30) 

F = 2.2 (1/X„) for the grooved tube (31) 
Several F factors have already been proposed for smooth tube 
although there seems to be nothing for a grooved tube. The 

Vapor core Liquid 
f i lm 

Tube wall 
Fig. 9 Heat transfer model for mixture 

F function for Rll and R114 obtained by Murata and Hash
izume (1988, 1990) is the same as Eq. (30). The original F 
factor was given in graphic form by Chen (1966), and was later 
corrected with the Prandtl number by Bennett and Chen (1980). 
These F factors were expressed in the report of Jung et al. 
(1989a) as 

(32) F = l + 1.8(l/X„)0 

F= {1 +1.8(1/X„) )PIL (33) 
The values of the original Chen's F factor are much smaller 
than the F function developed in the present study, i.e., Eq. 
(30), but the deviation decreases by the Prandtl number cor
rection in Eq. (33) considerably. Ross et al. (1987) adopted 
Chen's F factor with the Prandtl number correction. Jung et 
al. (1989b) determined an F function from the data for pure 
refrigerants R22, R114, R12, and R152a in the convection-
dominant region. It is shown in Fig. 6(a) and written by 

F= 2.37(0.29 +1/X,,)' ,0.85 (34) 

The F function determined by Jung et al. agrees well with Eq. 
(30) in the present experimental range. 

A comparison of the developed correlations Eqs. (21)—(31) 
with experimental results for the pure refrigerant R123 is shown 
in Figs. 8(a) and 8(6); the ordinate and abscissa are the pre
dicted and experimental heat transfer coefficients, respectively. 
The predicted heat transfer coefficients agree with the exper
imental results to within ±20 percent, except in the low-mass-
flux and low-heat-flux regions. The disagreement in these re
gions seems to be due to the effects of flow stratification in 
the smooth tube, and to capillary action in the grooved tube. 

For the Mixture. The discussion here ignores G = 100 (or 
93) kg/m2s. In Figs. 7(a) and 7(b) for the mixture R123/R134a, 
a/a/, values in the region of large \/Xu (1/X„> 20) are several 
percent lower for the smooth tube and about 25 percent lower 
for the grooved tube than the solid lines representing two-
phase convection of the equivalent pure fluid. This degradation 
is obviously attributable to something other than the mixture 
effects on nucleate boiling. 

Correlations are now developed for the heat transfer coef
ficient. Figure 9 shows the heat transfer model. This model is 
based on that of Sardesai et al. (1982), and the reduction in 
heat transfer coefficient for mixtures is attributed to the sen
sible heating of the vapor phase (namely, the single-phase 
forced convective heat transfer to the vapor phase) accom
panying the rise in saturation temperature along the flow di
rection in addition to the mixture effects on nucleate boiling. 
The principal assumptions are as follows: 
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1 The two-phase flow pattern is annular. 
2 The temperature of the vapor phase, TG, is equal to the 

saturation temperature, Ts, at given pressure Ps and equilib
rium quality x. 

3 The sensible heat transferred to the liquid phase is neg
ligible compared to the latent heat of vaporization. 

4 The heat transferred to the vapor phase is equal to the 
sensible heat used to change the temperature of the vapor phase 
as the saturation temperature rises in the flow direction. 

5 The heat transfer coefficient of the liquid film, aLF, is 
equal to the heat transfer coefficient of two-phase convection 
for the equivalent pure fluid, aTc-m-

6 The mixture effects on nucleate boiling are expressed by 
the following equations: 

OtNB=OtpB-S,D (35) 

otpB = aPB.!D/ll+ANB(YM-XM)] (36) 

otpB.rD = apB\XM+aPB.2(l-XM) (37) 

where aPB.\, aPB.2, and aPB axe pool boiling heat transfer 
coefficients for component 1, component 2, and a binary mix
ture, respectively. The pool boiling heat transfer coefficient 
for each component was obtained from Eq. (25) or (27) using 
the same value of wall superheat as for forced convective 
boiling. ANB is a factor representing the reduction in nucleate 
pool boiling heat transfer coefficients due to mixture effects, 
and Eqs. (36) and (37) differ from the popular prediction 
method of the nucleate pool boiling heat transfer coefficients 
for a binary mixture. The popular prediction method is as 
follows. 

The wall superheat at a given heat flux during nucleate pool 
boiling of a binary mixture, AT, is larger than the ideal wall 
superheat, ATID, and given by 

AT/ATw=l + t (38) 

AT,D = AT,XM+AT2{\-XM) (39) 

where AT\ and AT2 are the wall superheats at a given heat flux 
during pool boiling of the components 1 and 2, respectively. 
The factor f represents the increase in wall superheat due to 
the mixture effects on nucleate boiling. Thome (1983) and Unal 
(1986) developed the correlations of f using only phase equi
librium data. Substituting qpB = upBAT=aPB.jDATj£> into Eq. 
(38), aPB is expressed by 

aPB = aPB.ID/(\ + {) (40) 

apB-iD= \XM/apB-\ + (1 -XM)/aPB.2\ " ' (41) 

In the above prediction method, aPB is the pool boiling heat 
transfer coefficient not for a given wall superheat but for a 
given heat flux. If this method were applied to Eq. (35), aPB 

would be evaluated from the nucleate boiling heat flux qNB or 
the total heat flux q. In result, aPB would differ from the pool 
boiling heat transfer coefficient at the same value of wall su
perheat as for a given forced convective boiling. According to 
Chen (1966), the effective wall superheat for forced convective 
boiling becomes smaller than a wall superheat generally defined 
due to liquid flow, and the suppression factor S represents 
such a reduction in the effective wall superheat. Thus, aPB in 
Eq. (35) should be based on wall superheat rather than on heat 
flux as Forster and Zuber's correlation for nucleate pool boil
ing used by Chen (1966). In other words, aPB in Eq. (35) should 
be the pool boiling heat transfer coefficient at the same value 
of wall superheat as for a given forced convective boiling as 
far as the suppression factor 5 is used. That is the reason why 
the popular prediction method of the pool boiling heat transfer 
coefficients for a binary mixture was not adopted in the present 
study, and the new factor ANB was introducted. Also, apfl.i 
and aPB.2 in Eq. (37) were calculated from wall superheat. 
Jung et al. (1989b) adopted the popular prediction method 
into the nucleate boiling contribution term, but they intro
duced a new factor N instead of the suppression factor S. This 

N factor represents how strong the effect of nucleate boiling 
is in forced convective boiling as compared to that in pool 
boiling. 

The heat flux transferred into the vapor core at the liquid-
vapor interface, qG, is given by 

qG = aG(Ti-TG) (42) 

where aG is the vapor-phase heat transfer coefficient and T-, is 
the temperature at the liquid-vapor interface. The value of 7) 
is a little higher than the saturation temperature Ts at given 
pressure and equilibrium quality. As a result, the compositions 
at the interface are different from the bulk values XM and YM, 
but the effect of diffusive resistance on two-phase forced con
vection is neglected. The heat flux at the tube wall, q, is given 
by 

q = aLf{ Tw - Ti) + aNB( Tw - Ts) (43) 

Arranging these equations with TG=TS (Assumption 2), 
a ( = q/(Tw- Ts)) is expressed by 

&LF+UNB . . . . 
a = (44) 

1 + (qG/q)(aLF/aG) 

The following equation is derived from Assumptions 2 and 4: 

(qG/q) = xCpG{dTs/di)p (45) 
where CpG is the vapor specific heat and i is the enthalpy. 
Substituting Eq. (45) and aLF=aTC.ID (Assumption 5) into Eq. 
(44) yields 

CtTCID+OI-NB , . , . 
ex — (46) 

l+xCpG(dTs/di)p(aTC.,D/aG) 
This equation coincides with the correlation for the pure fluid, 
i.e., Eq. (23), if YM=XMa.nd (dTs/di)p = 0. It can be seen from 
the form of this equation that the degradation in heat transfer 
coefficient due to sensible heating of the vapor phase becomes 
more significant as the heat transfer coefficient of two-phase 
convection, CCTC-ID, the rise of saturation temperature (dTs/ 
di)P, and the quality x increase in value. aNB( = aPB-SjD) is 
obtained from Eqs. (25)-(29) and (35)-(37). aTC.w 

( = uL.,D-FID) is from Eqs. (21), (22), (30), and (31). (dTs/di)P 

was evaluated from the P-R equation of state. The value of 
ANB was taken to be 15 from the present data. In general, the 
factor ANB seems to be determined from pool boiling data for 
a given mixture and pressure, as reported by Stephan and 
Korner (1969). aG was obtained from the analogy between heat 
transfer and shear stress at the liquid-vapor interface, using 
Eqs. (47)-(52). 

St = aG*/pGCPGMc (47) 

= (/G/2)[l + 12.7(/G/2)°'5(PrG
/3 - 1)] (48) 

uG = Gx/pGy (49) 

fG = 2Ti/PGuG (50) 
Ti=-(dP/z)FDryl/2/4 (51) 

oiG = aG*yW2 (52) 

Equation (48) is a correlation for single-phase forced convec
tive heat transfer inside a tube recommended by Gnielinski 
(1983). The vapor shear stress at the liquid-vapor interface, 
Th was approximately expressed by Eq. (51) in annular flow 
regime. The frictional pressure drop - (dP/dz)F

 w a s obtained 
from Eq. (14) or (15). The void fraction y was assumed to be 
obtained from Eq. (11) for both the smooth and grooved tubes. 
The average vapor velocity, uG, and the friction factor at the 
liquid-vapor interface, fG, were calculated from Eqs. (49) and 
(50) using y and T,-. Finally, the vapor-phase heat transfer 
coefficient, aG, was obtained from Eqs. (47), (48), and (52). 

If the refrigerant mass flux, G, quality, x, and heat flux, q, 
are given, the heat transfer coefficient, a, is obtained using 
the following procedure: 
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Table 3 Comparison of percentage deviation between some correla. 
tions and the present data (fluid: R123, tube: smooth tube) 

G (kg/m2s) 

100 
200 
300 

q (kW/m2) 
10 20 30 
® A • 
O A D 
© A I D 

O' 

a E X p (W/rri K) 
Fig. 10(a) For smooth tube 

2 5 

aE Xp (W/m2K) 
Fig. 10(b) For grooved tube 

Fig. 10 Comparison between predicted and experimental heat transfer 
coefficients for R123/R134a 

1 Calculate aL from Eq. (21) or (22), and F from Eq. (30) 
or (31). 

2 Calculate aTC.iD = oi.L-F. 
3 Calculate -{dP/dz)P from Eq. (14) or (15). 
4 Calculate aG from Eqs. (47)-(52) and the above 

-{dP/dz)F-
5 Calculate (dTs/di)p by the Peng-Robinson method. 
6 Calculate S1D from Eq. (28) and (29). 
7 Assume the wall superheat (Tw— Ts). 
8 Calculate aPB for each component by substituting 

qpB = otpB(.T„-Ts) into Eq. (25) or (27). 
9 Calculate aPB for a binary mixture from Eqs. (36) and 

(37). 
10 Calculate aNB from Eq. (35). 
11 Calculate a' from Eq. (46). 
12 Calculate AT=q/a'. 
13 (TW-TS) = AT. 
14 Repeat steps 8-13 until (T„—Ts) converges. 
15 a = a' when (Tw— Ts) converges. 

The properties of the equivalent pure fluid should be used in 
the above calculation. 

mass f l u x 
(kg /m 2 s ) 

1 0 0 

2 0 0 

3 0 0 

Ross 
Mean 

1 1 . 2 
8 . 8 

9 . 6 

e t a l 
Ave. 

6 . 5 

- 0 . 2 
5 . 1 

Jung 
Mean 

1 7 . 8 
9 . 9 

8 . 4 

e t a l 
Ave. 

- 8 . 1 
- 9 . 9 
- 8 . 4 

P r e s e n t work 
Mean 

16 .9 
3 . 1 

5 . S 

Ave. 

16 .9 
- 1 . 7 
- 4 . 5 

•1 n 
Mean dev . = Z A B S [ ( « P R E D - « B X P ) X 1 0 0 / O E X P ] 

Ave. dev . = £ [ ( O P R B D - U E K P I X I O O / I I B X P I 

Table 4 Comparison of percentage deviation between some correla
tions and the present data (fluid: R123/R134a, tube: smooth tube) 

mass f l u x 
(kg /m 2 s ) 

1 0 0 

2 0 0 

3 0 0 

Ross 
Mean 

2 8 . 9 
1 8 . 3 
2 2 . 1 

e t a l 
Ave. 

2 0 . 7 
1 4 . 5 
2 2 . 1 

Jung 
Mean 

23 .8 
9 . 1 

8 . 8 

e t al 
Ave. 

2 . 4 

- 6 . 9 
- 3 . 0 

Present work 
Mean 

3 1 . 6 
8 . 6 

7 . 8 

Ave. 

31 .6 
8 . 0 

5 . 9 

Figures 10(a) and 10(i») compare the correlations developed 
with the experimental results for R123/R134a. The predicted 
heat transfer coefficients agree with the experimental data to 
within ±20 percent, except in the low-mass-flux region for the 
smooth tube. 

Tables 3 and 4 give comparisons of the present results with 
the previous correlations for R123 and R123/R134a. Ross et 
al. (1987) discussed the correlations in the convection-domi
nant region and the boiling-dominant region separately. There
fore, the larger of the two heat transfer contributions was 
selected as a heat transfer coefficient. Jung et al. (1989b) de
veloped the same type of correlation as Chen (1966), but a 
new factor was introduced instead of the suppression factor 
S. The pool boiling heat transfer correlation for pure refrig
erants given by Stephan and Abdelsalam (1980) and the popular 
prediction method of the pool boiling heat transfer coefficients 
for a binary mixture were used in both of them. Although the 
correlations of Ross et al. and Jung et al. have a tendency to 
overpredict and underpredict the present results, respectively, 
the deviation is small enough. In their correlations, the nucleate 
boiling contribution was evaluated from the total heat flux, 
q, even in the partial boiling region, that is, even when the 
nucleate boiling and the two-phase convection coexist. Ac
cording to Chen's supposition, it seems that the nucleate boil
ing contribution should be evaluated from the nucleate boiling 
heat flux, qNB, rather than from the total heat flux, q. 

Concluding Remarks 
1 Frictional pressure drop data for R123/R134a were cor

related using the same equations as for R123, based on the 
properties of the equivalent pure fluid. Accordingly, it seems 
that the frictional pressure drop for mixtures is approximately 
equal to that for the equivalent pure fluid. 

2 The heat transfer coefficient for R123/R134a was found 
to be lower than that for the equivalent pure fluid not only in 
the boiling-dominant region, but also in the convection-dom
inant region. 

3 Correlations were developed for the heat transfer coef
ficients in smooth and grooved tubes. They are based on a 
model in which the reduction in heat transfer coefficient of a 
mixture is attributed to the mixture effects on nucleate boiling 
and to sensible heating of the vapor phase accompanying the 
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rise of saturation temperature in the flow direction. These 
correlations predicted the heat transfer coefficients for R123 
and R123/R134a to within ±20 percent, except in the region 
where the effects of flow stratification are significant. 

The correlations developed here include an empirical factor 
ANB, which represents the mixture effects on.nucleate boiling. 
This factor can be obtained from pool boiling data for a given 
mixture and pressure. 
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Direct-Contact Condensation of 
Low-Density Steam on Seawater at 
High Inlet Noncondensable 
Concentrations-
Computer models and experimental data are summarized to characterize the con
densation of low-density steam in direct contact with a process fluid that is distributed 
over structured packings of various geometries. The one-dimensional models inte
grate the heat, mass, and momentum processes in the two streams, over the height 
of the contactor. Both cocurrent and countercurrent flows of the two streams were 
analyzed. The models were validated extensively with experimental data obtained 
with fresh water and with seawater, at high inlet noncondensable concentrations. 
The data obtained in these experiments provide a broad engineering data base to 
design and evaluate the performance of advanced heat exchangers for a number of 
applications, such as production of electrical power and/or potable water using low-
density steam, as could be used in Ocean Thermal Energy Conversion systems and 
in the low-pressure stages of conventional power cycles. 

Introduction 
Direct-contact condensers (DCC) offer the potential of very 

high thermal effectiveness in contactors of short height, with 
low gas-pressure drops, negligible fouling, and low capital and 
operating costs compared to the more commonly used surface 
condensers. However, no comprehensive treatments are avail
able for direct-contact applications to design and analyze in
dustrial and power systems, as are available for surface 
condensers. The most common techniques used by industry in 
direct-contact gas to liquid heat transfer processes are the liq
uid-spray column and the baffle-plate column. Methods of 
designing these devices and comparisons of their performance 
are given by Fair (1972). The thermal effectiveness attained 
has been in the range of 0.6 to 0.7, generally with large pressure 
drops through the condenser. Krebs and Schlunder (1984) de
scribe the process of condensation on a liquid film inside smooth 
vertical tubes, in the presence of noncondensable gases. 

Packed columns have been used in industry for applications 
that require high heat and mass transfer in small volumes. 
Until recently, the columns were packed with randomly dis
tributed structures such as Pall rings and Berl saddles that 
served to distribute the liquid and resulted in complex flow 
patterns with associated large pressure losses. More recently, 
structured packings have been adopted, especially for use in 
industrial cooling towers. In the structured packings, the liquid 
is distributed over an ordered series of inclined sheets made 
of plastic, metal, or wire mesh (see Fig. 1). These packings 
provide a means to redistribute the liquid flow continually 
while providing a relatively straightforward flow path for the 
gas phase, which alternates between triangular and diamond 
cross sections along the packing. Although the cost per unit 
volume of structured packings is somewhat higher than the 
cost of the more traditional packings, the structured packings 
yield a low ratio of pressure drop to heat or mass transfer, 
coefficient per unit volume (Bravo et al., 1985, 1986). Direct-
contact columns are also being adopted in industry for process 
heat recovery (e.g., Huang and Fair, 1989; Fair, 1990). 

An intensive program to test direct-contact condensers was 
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Fig. 1 Structured packing geometry 

initiated in 1983 at the Solar Energy Research Institute (SER1), 
now the National Renewable Energy Laboratory (NREL). The 
goal was to develop high-performance advanced heat ex
changers for open-cycle (OC) Ocean Thermal Energy Con
version (OTEC) applications. Although the oceans are very 
large collectors of solar energy, the temperature difference 
available in the oceans is very limited (typically less than 20 
K). Therefore, the heat exchangers needed to produce and 
condense the steam must be very effective, attaining a very 
close temperature approach. Because the steam is produced at 
around 2500 Pa, the exchangers must also have exceedingly 
low pressure drops so that a large portion of the driving po
tential can be used for power production in the low-pressure 
turbine. In addition, the seawater introduced in the low-pres
sure chambers of the OC-OTEC system releases large quantities 
of noncondensable gases that tend to hinder the condensation 
process. Tests conducted with a multitude of both random and 
structured packings using fresh water have yielded valuable 
information on how these devices operate in the low-pressure, 
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high-noncondensable-gas environment. Structured packings 
were found to provide very high thermal effectiveness, up to 
0.93i for contactor heights less than 1 m. With low pressure 
drops, they routinely yielded more than 98 percent conden
sation of the steam. These packings have now been demon
strated to be the packings of choice for OC-OTEC applications. 

Details of the modeling and validation efforts, including the 
computer codes, the parametric analyses, the apparatus, the 
data, and the uncertainties are given by Bharathan et al. (1988), 
herein referred to as the BPA report. Because this report is 
fairly detailed, only some of'the salient results are summarized 
here. Figure 2 is a schematic of the two flow configurations 
modeled and tested at NREL to validate the computer models, 
and tested at the Seacoast Test Facility, on the big island of 
Hawaii, to obtain the seawater performance of one selected 
packing material under a broad range of OC-OTEC conditions, 
in an apparatus called the HMTSTA. Details of the seawater 
test effort, including system layout, flow diagrams, apparatus, 
data, and uncertainties are given by Zangrando et al. (1990), 
herein referred to as the ZEA report. Because of the consistency 
of the data in both sets of experiments, and because of the 
principal interest in OC-OTEC applications, this article is based 
on data from the seawater tests to describe the performance 
of the DCC. 

For the OC-OTEC application, a two-stage condenser is 
preferred: first a cocurrent stage that condenses about 80 per
cent of the incoming steam from the turbine, followed by a 
countercurrent stage that concentrates the noncondensable 
gases, which must be vented to ambient. Typical OC-OTEC 
operating conditions can be described as follows. Cold sea
water enters the condenser chamber at about 6°C, and the 
saturation temperature of the incoming steam is about 12°C. 
Because the steam is exposed directly to the seawater while it 
condenses, the seawater exits at a temperature that is very close 
to the steam inlet saturation temperature (the difference is on 
the order of 0.5 K). The noncondensable gases released from 
the warm seawater in the evaporator amount to approximately 
19 parts per million (ppm), and a small quantity of additional 
gas is introduced by system leaks. These two sources account 
for a noncondensable-gas concentration in the steam entering 
the cocurrent condenser of about 0.4 percent by weight. Most 
of the noncondensable gases present in the cold seawater (about 
19 ppm of the cold seawater) also come out of solution during 
the condensation process. All these gases must be pumped out 
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Fig. 2 Schematic of flow geometry and instrumentation for the cocur
rent and countercurrent condenser stages 

of the condenser to maintain operating pressure; the ratio of 
gas to steam in the exhaust flow is generally 40 percent to 70 
percent, depending on operating conditions. 

The modeling and the experimental effort considered the 
two condenser stages independently and in combined opera
tion, so the results of this research effort could be extended 
to broader applications, such as industrial heat recovery, cool
ing towers, electric power plants, and potable water produc
tion. 

The paper summarizes the salient features of the computer 
models, identifies the experimental facilities used for the tests, 
summarizes the error analysis and data consistency, defines 
the performance parameters used to describe the experimental 
data, presents the experimental data obtained with the cocur
rent and countercurrent condensers, and compares the model 
predictions with the experimental data to establish the validity 
of the computer models. 

Computer Models 

Detailed computer models usable on personal computers 
were developed at NREL in 1983, and laboratory data for 
fresh water were used to validate the models extensively over 
a broad range of parameters typical of potential OC-OTEC 
applications. These models are one-dimensional, steady-state 
analytical models that calculate the heat, mass, and momentum 
transfer processes occurring in a condenser with structured 
packing, in both cocurrent and countercurrent flows. Details 
of the physical processes, the assumptions made, the relations 

A = 
%/ = 

CP = 
D = 

deq = 

E = 
F = 

f = 
G = 

Ja = 
h = 

hfg = 

k = 

L = 
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rate of heat transfer, kW 
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friction factor 
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= packing void fraction 
= liquid film thickness, mm 
= thermal effectiveness (Eq. 

(13)) 
= corrugation angle (from hori 

zontal), deg 
= dynamic viscosity, kg/ms 
= density, kg/m3 

Subscripts 

eff 
G 

i 

L 
0 

s 
sat 

w 
* 
1 
2 

= effective 
= gas mixture 
= in; inerts 
= liquid 
= out 
= steam 
= saturation 
= water, seawater 
= equilibrium value 
= first stage 
= second stage 

Journal of Heat Transfer AUGUST 1993, Vol. 115/691 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



used, the results of extensive parametric analyses to charac
terize the behavior of the condensers, and a full listing of the 
computer codes are provided in the BPA report. 

In direct-contact condensation, the subcooled liquid enters 
a chamber containing the steam to be condensed. The resist
ances to heat transfer consist of gas-phase, liquid-phase, and 
interfacial resistances that occur in series. In the absence of 
noncondensable gases, the gas-phase and interfacial resistances 
are small compared to the liquid-phase resistance. The mo
lecular mass transfer from the vapor to the (liquid) interface 
is accompanied by the transfer of heat from the interface, 
which is at an intermediate temperature, to the bulk of the 
fluid. The overall transfer rate is governed by the molecular 
transport within the liquid and, to a lesser extent, by the dif
ferential rate of molecular crossing at the interface. For simple 
liquid geometries, this can be readily evaluated. However, when 
noncondensable gases are present, they are carried to the liquid 
interface with the condensing vapor. There, they act as a blan
ket on the condensing surface, increasing the gas-phase re
sistance to significant levels because the vapor must diffuse 
through the gaseous barrier before condensing on the liquid 
at the interface. 

The models use the heat and mass transfer analogy (Colburn 
and Hougen, 1934), applied separately to the liquid and vapor 
phases, to calculate the interfacial steam flux and the interfacial 
temperature. Diffusion of steam through the noncondensable 
gas/steam mixture is modeled using the stagnant film theory 
(Colburn and Hougen, 1934), corrected for high vapor fluxes 
toward the interface (Ackermann, 1937). The models evaluate 
temperature and partial pressure of both the steam and the 
noncondensable gas independently. The liquid film is unstable 
on inclined corrugated surfaces at Re of order 10. Because the 
tests were carried out at ReL = L(tfeffAtz.) between 200 and 2000, 
established correlations for turbulent water-film flow over an 
inclined plane are used. Calculation of the local liquid-side 
mass transfer coefficient kL is based on Higbie's penetration 
theory, and is expressed as 

kL = 2pL[DLULtM/{-KS')]ul (1) 

where S' is the typical distance over which liquid-film renewal 
occurs, and is defined in Fig. 1. The effective, average velocity 
in the film falling along the inclined corrugation of the packing 
is taken to be equivalent to open-channel flow and is expressed 
dimensionally in SI units (m/s) as 

(2) C/L,eff=82 52/3(sin«)1/2 

with a liquid-film thickness, in m, expressed as 

L 

tfeffPi^L.eff aeff/oz.82(sinQ:) 
(3) 

The effective surface area for transfer per unit volume of 
packing, asSt, varies depending on the geometry of the packing, 
the material, and the material's thickness. The effect of in
terfacial shear on the liquid film is generally small at the low 
gas pressures encountered under OTEC conditions and is not 
incorporated in the models. 

The local liquid-side heat transfer coefficient was evaluated 
using the Chilton-Colburn analogy: 

2/3 
h. 

k,C, L^pL 

SCi 
Pr, 

(4) 

The local gas-side mass transfer coefficient kG is based on 
extensive earlier investigations of wet-wall columns. Following 
Bravo, et al. (1985), the gas Sherwood number is expressed as 

ShG = 0.0338(ReG)4/5(ScG)1/3 (5) 

where ShG = kGdeg/pGDG, and the gas-passage hydraulic di
ameter deq = A area/perimeter. The gas Reynolds number is 
Re G = deqp0 (UGi eff ± ULt eff)/VG and is based on the relative ve
locity between gas and liquid, using ( + ) for countercurrent 

and ( - ) for cocurrent flow. ScG = jxG/pGDG is the gas Schmidt 
number. The effective gas velocity C/Gjeff is dependent on the 
superficial steam loading G (kg/m2s), the void fraction of the 
packing y, and the flow channel inclination 6, both shown in 
Fig. 1, as 

t/o. eff = G.ff ( 6 ) 

Pal sin 6 
The local gas-side heat transfer coefficient hG is evaluated using 
the Chilton-Colburn analogy: 

he 
kGQ G^pG 

Sec 
Pre 

(7) 

The gas-side pressure drop is modeled based on the experi
mental study of Bravo et al. (1985) for structured packings, 
and is expressed as 

AP=f-i-pGU't G.eff. (8) 

where / is the length along the packing. The first term in the 
friction factor 

/ = 0.171 + 
92.7 d, 

ReG ' & 
(9) 

represents lumped entrance and exit losses. 
The original codes detailed in the BPA report were modified 

to predict DCC performance with seawater and to incorporate 
a new set of physical properties (Appendix C of the ZEA 
report). When operating with seawater, the heat transfer cal
culations must maintain consistent temperatures in the liquid 
and in the gas phases, and the mass transfer calculations must 
consider the equilibrium saturation pressure for seawater (i.e., 
they must include the effect of boiling-point elevation). Also, 
the solubility function for the air dissolved in the liquid was 
changed to extend the range of applicability of this function 
to the range from 0° to 100°C, and to correct one erroneous 
coefficient in the old formulation. 

For OTEC conditions, the ratio (ScL/PrL) remains nearly 
constant through the condenser. Therefore, it was not possible 
to verify the form of Eq. (4) above unequivocally. Although 
this form was used in the model computations and it yielded 
excellent agreement with the fresh water and seawater data, 
physical arguments may suggest a different exponent in Eq. 
(4). The penetration theory gives kLccDl

L
/2, where DL is the 

noncondensable gas diffusivity in water. The expression for 
the local liquid-side heat transfer coefficient hL (Eq. (4) above) 
could be modified to the form 

h. 

k,C, 
= cM 

L^pL \Pr , 
(10) 

to preserve the analogy between heat and mass transfer, and 
maintain parallel dependence of hL on thermal diffusivity. This 
modified formulation could provide good comparison to the 
data obtained in the OTEC range with the constant C~2 . In 
this case, the empirical local gas-friction relation (Eq. (9)) may 
also need to be slightly modified. Further analysis for different 
applications is necessary to identify the proper form for Eq. 
(4) and (9) over a broader range of operating parameters. 
However, for engineering design of direct-contact condensers, 
the relations presented in Eq. (l)-(9) provide excellent predic
tion of the experimental results, as described in the Results 
section. 

The computer models integrate the process differential equa
tions along the length of the condenser, to obtain steam, liquid, 
and noncondensable-gas properties under steady-state condi
tions. For cocurrent flow, initial properties for both liquid and 
gas are given at one end of the condenser, and the model is 
integrated in the direction of liquid and gas flows. Steam enters 
this condenser at saturated conditions, and the model allows 
it to become superheated. The temperatures predicted through 
the length of the cocurrent condenser for one set of conditions 
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Fig. 3 Variation of temperatures within the cocurrent condenser, op
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Fig. 4 Variation of temperatures within the countercurrent condenser, 
operating with seawater, as a function of gas-phase downstream dis
tance 

are shown in Fig. 3. The fraction of steam condensed is pro
portional to the water temperature (see Eq. (16) below) and is 
also shown. The general trends for other conditions are similar. 
In all cases tested, the full area of packing was utilized in the 
transfer process. Note the fairly constant gas-phase temper
ature throughout the length of the condenser, and the nonlin-
earity of the fraction condensed. For length greater than 0.78 
m, under these conditions, the seawater and steam are in ther
mal equilibrium in the cocurrent condenser, and no further 
condensation can occur (for seawater, T„>TS is possible). 
Comparisons of model predictions to experimental data at the 
exit of the condenser are discussed below; the accuracy of the 
predictions inside the condenser can be inferred by analysis 
for different steam loadings and condenser geometries. 

In the countercurrent geometry, the liquid generally enters 
from the top and the gas from the bottom. The countercurrent 
model integrates through the process equations by marching 
from bottom to top, based on an initial guess of the outlet 
liquid state (at the bottom). The integration is repeated using 
efficient iteration schemes until the calculated water conditions 
at the top of the condenser match the specified liquid inlet 
conditions, within a defined tolerance. Generally, five itera
tions are sufficient to obtain a ±0.01 K agreement in liquid 
inlet temperature. The temperatures and fraction condensed 
in the counter-current condenser are shown in Fig. 4. As in 
the cocurrent condenser, the relative value of the interface 
temperature to the seawater and saturation temperatures in
dicates the relative resistance to condensation. Near the bot
tom, the process is liquid-side controlled, while toward the 
top, the gap between the interface and saturation temperatures 
increases, implying gas-side control of the transfer processes. 

Planform area cocurrent (m2) 
Planform area countercurrent (m ) 
Packing height (m) 
Freefall height (m) 

First Stage 
Steam loading (kg/m2s) 
Noncondensable-gas inlet (%) 
Liquid loading (kg/m2s) 
Temperature of steam in (°C) 
Temperature of water in (°C) 
Jakob number 

Second Stage 
Sleam loading (kg/m2s) 
Noncondensable-gas inlet (%) 
Liquid loading (kg/m2s) 
Temperature of steam in (°C) 
Temperature of water in (°C) 
Jakob number 

Overall heat exchanged (kW) 
Overall % condensed 

Min. 

0.426 
0.146 
0.61 
1.02 

0.28 
0.27 

16.89 
11.57 
5.83 
0.73 

0.05 
0.87 
7.70 
9.51 
5.60 
1.01 

317 
97.76 

Max. 

1.021 
0.343 
0.91 
1.63 

0.61 
0.42 

40.50 
17.46 
6.58 
1.35 

0.50 
4.90 

47.50 
18.00 
6.66 
6.67 

1248 
99.69 

Experimental Details 
The tests carried out at NREL were conducted in an evac

uated vessel using exchangers of different configurations and 
geometries. Two closed loops provide the warm and cold fresh 
water for the tests, with a capacity of exchanging up to 300 
kW,. Noncondensable gases are injected into the evaporator, 
and the noncondensed gas mixture is removed with a three-
stage vacuum system. The instrumentation consists of platinum 
resistance thermometers (RTD), turbine flow meters for the 
liquid flows, absolute and differential diaphragm capacitance 
pressure sensors for the gas phase, and oxygen meters for the 
dissolved oxygen content in the liquid. Steam saturation-tem
perature measurements were made in a wet-bulb arrangement 
in which RTD probes were covered with a wetted wicking 
material maintained in equilibrium with the steam. The non
condensable-gas mass flow was controlled by mass-flow con
trollers, and the volumetric exhaust flow was fixed by the 
known capacity of the first-stage rotary blower. Instruments 
were calibrated regularly in the NREL metrology laboratory. 

Several commercially available structured packings were 
tested at NREL, with effective surface area per unit volume 
of packing ranging from 70 to 250 mVm3. The structured 
packings were obtained from manufacturers such as Munters, 
Sulzer, and Koch. Other types of contactor were also tested. 
The packings were tested in various condenser geometries, with 
horizontal planform areas up to 0.6 m in diameter, packing 
heights up to 0.61 m, and free-fall heights up to 1 m. 

The seawater tests were conducted in the HMTSTA appa
ratus in open-loop and in closed-loop operation. The facility 
can exchange up to 1.25 MWt. Based on the results obtained 
at NREL, one type of structured packing was selected for the 
tests at the HMTSTA. This is a Munters CF-25060 structured 
packing (see Fig. 1 for geometric parameters) that has an ef
fective surface area per unit volume of 98 m2/m3. The packing 
is composed of stacked 0.15-m-high sections. Each section is 
rotated in the horizontal plane with respect to the others to 
have a different flow channel orientation. The tested range of 
condenser geometries and parameters is shown in Table 1. The 
free-fall height in Table 1 includes the height above the packing, 
in which water is distributed over the packing, and the height 
below it, in which the uncondensed steam from the first stage 
turns around and enters the second stage. 

Two configurations were tested for the DCC assembly: one 
with two small stages side by side and one with larger coaxial 
stages where the cocurrent stage wraps around a central coun
tercurrent stage. The first geometry was selected because it 
enabled tests with seawater that were closely related to the tests 
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Table 2 Direct-contact condenser calculated parameters—error sum
mary 

Parameter 

Jakob number 

Effectiveness (based on AT) 

Effectiveness (based on T-T) 

Fraction condensed 

Steam loading 

Liquid loading 

Vent ratio 

First Stage 
(±%) 

1.7 

1.4 

5.0 

1.7 

1.8 

1.5 

Additional Parameters (±%) 

Steam temperature (based on pressure) 8-11 

Interstage steam T (various methods) 2-5 

Noncondensable gases in steam 13 

Overall heat balance 3.7 

Second Stage 
(±%) 

3.1 

1.3 

5.0 

2.6 

3.0 

2.7 

Overall 
(±%) 

1.4 

6.2 

1.5 

10.0 

3,1200 
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Fig. 5 Consistency of overall heat balance between heat lost by the 
evaporator and heat gained by the direct-contact condenser in the 
HMTSTA apparatus 

conducted at NREL with fresh water; the second was selected 
because it used all the steam available from the evaporator in 
a configuration that may be more representative of larger OTEC 
systems. 

Several systems of water distribution were tested for the 
cocurrent stage to obtain good water distribution with minimal 
blockage of the steam flow path: from nozzles located above 
the packing that sprayed the cold water vertically down onto 
the packing, to spouts imbedded into the packing that dis
charged the cold water just above the packing. Water distri
bution to the countercurrent condenser stage consists of a 
supply pipe discharging onto a perforated water tray that con
tains a few vertical vents. This system provides excellent water 
distribution for the countercurrent stage, just above the pack
ing and with small hydraulic losses. Three water types were 
tested: "normal" seawater, deaerated seawater, and fresh 
water. 

The type and location of the test instrumentation in the 
HMTSTA is indicated in Fig. 2. It consists primarily of matched 
RTD probes for differential temperature measurements, dia
phragm capacitance transducers for absolute and differential 
pressures and liquid levels, and magnetic and vortex-shedding 
flowmeters for liquid flows (Parsons et al., 1989). A concerted 
effort was made throughout the test period to verify that all 
instrumentation was working properly, to compare redundant 
measurements, and to maintain a regular schedule for recal-
ibration. 

The steam saturation temperature T*h referred to for the 
sake of brevity as steam temperature, was measured using 
RTDs covered with wicks, as was done in the NREL tests. 
These wicks were wetted with fresh water; therefore these sen
sors measure the fresh-water temperature that is in equilibrium 
with the incoming steam (wet-bulb temperature). For tests 
conducted with seawater, the output of the steam sensors must 
be corrected by applying a boiling-point-elevation correction. 
In the data analysis performed on the seawater results, this 
correction is applied to the data as a constant 0.280°C. The 
actual saturation pressure for each point is not recalculated 
because Areievation= +0.280°C±0.005°C, for 1.15 kPa<P 
< 1.6 kPa, and the variation over the tested range is so small 
that it does not contribute appreciably to the expected error. 

Table 1 summarizes the ranges of the parameters tested at 
the HMTSTA for the first and second condenser stages. 

Error and Data Consistency 
An extensive error analysis conducted before the HMTSTA 

tests is documented in the test plan (Parsons et al., 1989) and 
is summarized in Appendix A of the ZEA report. These pretest 
estimates, summarized in Table 2, have been compared with 
a post-test analysis on statistically significant sets of data, and 
they have been compared with redundant sensors measure

ments to assess and verify the accuracy of the data collected. 
Where appropriate, the least-squares error band estimates are 
shown on the graphs, along with the value of the standard 
deviation of the collected data. A total of 323 data sets are 
documented in the ZEA report. In most cases, the data have 
shown excellent consistency and variations smaller than the 
documented error estimates. If discrepancies were found, the 
tests were repeated, or the cases are noted in the text. Signif
icantly lower uncertainties were obtained in the NREL tests 
that were used to validate the computer models, because of 
the more controllable laboratory environment and the large 
number of data sets collected for each configuration. 

Figure 5 shows the consistency of the heat balance performed 
on the HMTSTA system by comparing the calculated values 
of heat rates (using evaporator and condenser instrumenta
tion), the appropriate error bands in the ranges tested, and the 
standard deviation of all data shown in this plot. The error 
band estimated for the evaporator is about twice that for the 
DCC, because the temperature difference in the evaporator is 
about half that in the DCC. Note that a consistent bias appears 
at the higher heat rates, arising from ambient heat input be
cause the evaporator operates near ambient temperature, but 
the condenser is always well below ambient. Because of this 
bias, the heat rates in the condenser stages (instead of the 
evaporator) are used to calculate the amount of steam produced 
and condensed. The calculated heat rates fall within approx
imately ±5 percent, that is, the standard deviation is 0= ±3.7 
percent. 

Calculations of exhaust gas composition are within 20 per
cent of the calculated rates of noncondensable gas release on 
the basis of deaeration tests and gas analysis results. Leakage 
rates were monitored regularly and amounted to less than 5 
percent of the noncondensable flow through the condenser. 
Gas release rates from the seawater ranged from 85 percent to 
100 percent. 

Overall Volumetric Heat Transfer Coefficients 
The widely accepted engineering methodology for heat-ex

changer design (Schliinder, 1984) treats the heat-exchange 
process in terms of an average overall volumetric heat transfer 
coefficient: 

Ua-
AAT,„ 

(ID 

The mean temperature difference is expressed in terms of the 
temperature differences at each end of the condenser as: 

A 7 „ , = 
\ •* si * wi) \ -*• so + wo) 

In 
(TZ,-Tm) 

for cocurrent flow (12) 
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Fig. 7 Overall volumetric heat transfer coefficient as a function of mean 
temperature difference for countercurrent flow 

The mean temperature difference for countercurrent flow has 
the same form, but the subscripts for the locations of the water 
temperatures (/, o) are reversed. The asterisk on the steam 
temperature refers to the saturation pressure correction re
quired in the case of operation with seawater. 

As shown in Figs. 3 and 4, the temperature distributions 
within the condensers are generally nonlinear. Therefore, this 
approach can only give a qualitative measure of the DCC 
performance. The overall volumetric coefficient and the mean 
temperature differences are specific to the geometry of the 
system and to the particular contacting device. This formu
lation also assumes constant heat and mass transfer coefficients 
over the length of the condenser (Fair, 1990). Instead, as the 
gas moves through the condenser, the steam loading (mass 
flow per unit planform area), the gas velocity, and the heat 
and mass fluxes decrease continuously as the steam condenses. 
The heat and mass transfer coefficients are highly nonuniform 
through the condenser length. In most cases, the flow changes 
from turbulent to laminar within this length; such transition 
and its effects are not well understood in general, and they are 
difficult to quantify under condensation conditions. In such 
an environment, correlations of the transfer coefficients with 
average gas and liquid loadings can only be obtained for special 
conditions. As discussed below, more suitable performance 
parameters exist to relate the effect of the loadings on the DCC 
performance. 

Figures 6 and 7 show the overall volumetric heat transfer 
coefficient as a function of the respective mean temperature 
differences for the two condenser geometries. The values are 
calculated from the data tables in Appendix B of the ZEA 
report. The data reflect two different condenser sizes for each 
configuration, at a contactor height of 0.91 m (3 ft), operating 

with seawater and with fresh water. Data for inlet steam load
ings within ±5 percent of the nominal values were selected; 
this variation accounts for the small scatter seen in the data. 
The uncertainty in these data is equivalent to the size of the 
symbols. The ideal curves represent complete condensation of 
the incoming steam within the condenser, for the nominal 
steam loadings identified in the figures. The figure shows how 
Ua approaches this fraction of the ideal value as the mean 
temperature difference increases. The countercurrent unit rou
tinely condenses 98 percent of the inlet steam, so the data are 
within a few percent of the ideal values. The results indicate 
the superior performance of this type of contacting device, 
capable of providing overall volumetric heat transfer in the 
neighborhood of 1 MWt/m

3K for low-density steam. 

Performance Parameters 
The performance of the DCC is a complex function of liquid 

and steam loading, inlet noncondensable-gas concentration, 
gas release from the liquid, saturation temperature, exhaust 
pressure, and geometry. Two main parameters describe the 
thermal performance of a direct-contact condenser: thermal 
effectiveness and Jakob number. The vent ratio describes the 
overall exhaust performance, i.e., how well the noncondens-
able gases are concentrated in the exhaust stream. 

Thermal Effectiveness. The thermal effectiveness of each 
condenser stage compares the temperature difference observed 
in the (sea)water as it passes through that stage with the total 
available temperature-driving potential 

•Tw. 

7'* T"1 

xi -*• w, 
(13) 

T*j is the (sea)water temperature that is in equilibrium with 
the steam entering the condenser. The theoretical limit e = 1 
represents ideal use of the temperature-driving potential in the 
absence of noncondensable gas. Note that, at given inlet con
ditions, the temperature-driving potential is larger when op
erating with seawater than when operating with fresh water, 
because T*t is 0.28 K higher than the measured fresh water 
value. The overall thermal effectiveness of the two stages can 
be expressed in the same form as Eq. (13), using the average 
water temperature rise in the two stages and the inlet steam 
temperature into the first stage. 

Stage Jakob Number. The Jakob number describes the 
minimum amount of water needed to condense the incoming 
steam, given a certain driving potential: 

Ja = (14) J-'^pwK * si •* wi) 

Ghfg 

Typically for OC-OTEC systems, it is desirable to condense 
only 80 -90 percent of the steam in the first (cocurrent) stage 
and the remainder in the second stage. Therefore Ja! is chosen 
to be less than one, while Ja2 is greater than one. 

Vent Ratio. When noncondensable gases are introduced 
into the system, a venting system must be used to remove them 
and maintain the operating pressure. A minimum quantity of 
steam must also be exhausted with the noncondensable gas. 
This value is typically 50 percent or more of the total exhausted 
gas. The vent ratio compares the ideal volumetric flow out of 
the condenser to the actual quantity of gas removed. Reaching 
the ideal (smallest) volumetric flow rate would require both a 
condenser with no pressure losses and one in which the steam 
reaches the minimum possible partial pressure (the saturation 
pressure at the inlet water temperature). This provides the 
highest noncondensable gas partial pressure at the outlet. For 
calculation of the ideal and actual volumetric flow rates, the 
total static pressure at the outlet of the condenser can be ex
pressed in terms of the total static pressure at the inlet of the 
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condenser minus the total pressure drop incurred in the con
denser stages. The partial pressure of noncondensable gases 
can be expressed in terms of this overall outlet pressure minus 
the saturation pressure of the steam at the outlet of the con
denser. This gives the vent ratio as 

.Gideai_fi , i -£AP-P s a t(7;0 i 2) (Twh2 + 273.15) 
V= 

Qre Pi,\-PM{Trti2) (7;0,2 + 273.15)' 
(15) 

The ideal case requires that both ZAP = 0 and TSOi2=TWjh2, 
giving V= 1; real condensers operate at V< 1, implying that 
more steam is exhausted with the noncondensable gases than 
the theoretical minimum. This volumetric performance pa
rameter is typically used to size positive-displacement vacuum 
systems operating at the low pressures encountered in OC-
OTEC applications. 

Fraction of Steam Condensed. The fraction of steam mass 
condensed in each stage is the product eXJa calculated for 
that stage: 

Hspw^* w 

Gh <fs 
(16) 

where the appropriate values of liquid and steam loading and 
temperature rise are used for each stage. The overall fraction 
condensed by the two stages is expressed as [F, + (1 -F1)F2\. 

Figure 8 shows the percent of the incoming steam mass that 
is condensed in the cocurrent condenser stage as a function of 
stage Jakob number. In this graph, the freshwater results ob
tained at NREL are compared to the seawater results from the 
HMTSTA, to verify that differences in liquid properties and 
in geometry between the two condensers do not affect the 
results. The theoretical limit is the asymptote where t\ = 1.0. 
Note that the Jakob number range of interest for OC-OTEC 
is from 0.8 to about 0.9, because it is not intended that the 
first stage condense all the incoming steam. Most of the data 
are shown for a steam loading near G\~QA kg/m2s, and at 
values near Xazi = 0.33 percent for the noncondensable-gas 
concentration. The error bands show the calculated least-
squares error predicted for the two facilities. 

A line of constant effectiveness ^ = 0.95 fits the data well; 
this behavior and this value are typical for the first stage at 
Gi~0.4 kg/m2s. The dependence of F on packing geometry 
and steam loading, as well as the length of packing to reach 
thermal equilibrium in cocurrent flow, are detailed in the BPA 
report. Similar comparisons at other parameter settings con
firm the repeatability of the results between the two test fa
cilities, rendering the extensive data sets obtained at NREL 
with fresh water applicable to other conditions. These results 
might be so similar because the differences in heat capacity 
and temperature-driving potential between seawater and fresh 
water tend to compensate for each other, providing for vir

tually the same environment within the structured packing. 
Even though different mechanisms occur for noncondensable-
gas release in fresh water and seawater, this difference cannot 
be resolved in the data. 

The gas pressure drop in the cocurrent stage remains below 
50 Pa over the tested range and is only a weak function of 
steam loading, increasing slightly up to Gt ~0.6 kg/m2s. This 
results in a drop of the steam saturation temperature through 
the first stage of about 0.5 K. At the outlet of the cocurrent 
stage, the noncondensable gases are only slightly concentrated 
(Xn,2 is about 1 to 5 percent). 

Tests conducted to identify the effects of water type, cold 
seawater deaeration, inlet noncondensable-gas mass fraction, 
steam loading, and packing lenght all showed results that in
dicated very small changes in first-stage effectiveness. It is 
difficult to present comparative test data, because the effects 
to be analyzed result in performance variations of the same 
order as those caused by slight changes in operating parameters 
(HMTSTA system conditions could not be held precisely con
stant during all the tests). They also fall within the experimental 
uncertainty. Therefore, for ease of presentation, the data were 
compared to model predictions, and these predictions are used 
in Fig. 9 to display the small effects of these parameters. The 
curves were generated using the cocurrent DCC computer model 
at constant inlet water and steam conditions at the average 
values tested. For Ja! = 0.85, all the different conditions change 
the effectiveness by no more than 0.1. The largest effect is 
caused by changes in steam loading, from 0.1 to 0.6 kg/m2s; 
the highest effectiveness is obtained for the lowest steam load
ing, and increased sensitivity to this parameter is seen for the 
higher G\. The next largest effect is caused by changes in 
noncondensable-gas inlet concentration. Packing length has 
no effect in the range shown. Deaerated cold seawater behaves 
identically to fresh water and very similarly to "normal" sea
water at low inlet noncondensable-gas concentration. 

Results for the Countercurrent Condenser 
This condenser also shows similar performance whether it 

operates in fresh water or seawater, characterized by a constant 
98 percent condensed at any J a 2 > l . Therefore, for J a 2 > l , 
the effectiveness of this stage is inversely proportional to Ja2. 
Comparisons of data obtained at NREL and at the HMTSTA 
also show excellent agreement. 

Figure 10 shows all seawater data collected for Ja 2 <2 and 
for broad ranges of G2 and X-,^. The symbols refer to different 
sets of data (ZEA report). The dashed lines approximate the 
slight dependence of the data on noncondensable-gas inlet 
concentration for Xih2~ 1 and 3 percent. The theoretical limit 
of Ja2 is one, if noncondensable gases are not present. Coun
tercurrent condensation is an efficient process, because the 
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steam encounters colder water as it proceeds through the stage. 
Typically for operation with seawater, the countercurrent stage 
condenses from 95 to 98 percent of the incoming steam. There
fore, the practical range of interest for Ja2 can be maintained 
at about 1.1 to 1.2. An effectiveness of 0.85 is readily obtained 
with seawater for Ja2 at about 1.1. Because this stage must 
process only a fraction of the steam that enters the first stage 
in OC-OTEC conditions, it is smaller than the first stage, and 
it uses less water; therefore its impact on overall effectiveness 
of the DCC is small. 

The gas pressure drop is almost a quadratic function of the 
steam loading for this stage. It can be maintained below 50 
Pa for G2<0.3 kg/m2s, but climbs rapidly at higher loadings 
(see Fig. 11). The approach temperature between steam outlet 
and water inlet ATSOtWi,2 is small, about 0.5 K. Infact, this 
difference can be negative when operating with seawater be
cause of the depression of the partial pressure (see Fig. 4). 

DCC Computer Models Validation for Seawater 
The predictions of both models followed all the significant 

trends observed in the experiments conducted at NREL and 
in the HMTSTA with fresh water and seawater. Prediction 
capabilities are summarized in Table 3, based on several 
hundred data sets taken at each facility. 

The excellent correlation between model predictions and 
experimental data confirms the suitability of the heat and mass 
transfer analogy and of the correlations selected for the transfer 
coefficients to carry out an engineering design of direct-contact 
condensers using structured packings. 

Test Facility 

NREL 

HMTSTA 

HMTSTA 

Configuration 

Both (all packings) 

Coeurrent 

Countercurrent 

Parameter 

Percent condensed 
Pressure drop 

Percent condensed 
Pressure drop 

Percent condensed 
Pressure drop 

Average 
Deviation 

(model to data) 

< 2.8% 
4 Pa 
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Fig. 12 Comparison of uncondensed steam exhausted from direct-con
tact condenser unit with respect to model predictions for the combined 
condenser stages 

Figure 12 compares the prediction of the models to the 
calculated quantity of steam exhausted from the two-stage 
DCC unit, in terms of percent steam mass uncondensed. The 
overall prediction is obtained by combining the predictions for 
each condenser stage, using the appropriate inlet conditions 
for each. Given the small quantity of steam that remains un
condensed (generally much less than 1 percent), the agreement 
between the models and all the data collected is remarkable. 
Note that neither the data nor the models can resolve such 
small absolute values. For any type of condenser operating at 
these low pressures, it is difficult to measure the required 
quantities with accuracy sufficient to resolve these differences 
in mass flow rates. 

Flooding in the Countercurrent Condenser 

Flooding is a common limitation in countercurrent gas-liquid 
contactors, because when the liquid does not drain properly 
from the packing surfaces and it fills the channels, it limits 
the gas flow and thereby significantly increases the gas pressure 
drop. The generalized method to calculate flooding correla
tions for random packings is not very good for the regular 
geometry found in structured packings. However, an estimate 
of the flooding limits for these packings is shown in Fig. 13 
and is described in the BPA report. For a particular equivalent 
diameter of the packing and a particular Jakob number for 
the countercurrent condenser, the intersection of these curves 
represents acceptable maximum levels of steam (gas) and liquid 
loadings. Several tests in the HMTSTA were conducted near 
the flooding limit, as documented in the ZEA report, but these 
conditions should be avoided for proper operation of OTEC 
condensers. 

Overall Condenser Performance 

The characteristic performance diagram for the multistage 
DCC is shown in Fig. 14. An ideal condenser would operate 
at the upper right corner of the graph, where both performance 
parameters have a value of one. A real condenser can operate 
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within 10 percent of this thermodynamic limit. At low values 
of vent ratio, V, a chosen condenser operates with high ef
fectiveness. As Kis increased, the effectiveness decreases grad
ually. For values of V greater than 0.9, the condenser 
effectiveness deteriorates rapidly. The typical DCC perform
ance curve is shown as a solid line in Fig. 14, surrounded by 
an envelope of collected data for its operation in seawater. 

For OTEC systems, an increasing vent ratio represents a 
reduction in steam exhausted with the noncondensable gases, 
implying lower exhaust power consumption. An increasing 
value of thermal effectiveness represents a reduction of cold 
water use, implying lower water pumping power requirements. 
Exhaust and water pumping power account for the majority 
of parasitic power losses in the OC-OTEC system. Therefore, 
the minimum system parasitic losses occur when the system 
operates at the upper right corner (the ideal performance limit). 
Constant system parasitic losses can be represented by a set 
of curves that encircle this corner, as shown by the dash-dotted 
lines in Fig. 14. The exact shape of the curves depends on the 
specific performance of other system components, but they 
tend to be oval as shown. Curves that are farther away from 
the upper right corner imply larger overall parasitic losses. The 
condenser can be designed to operate at any point along one 
of these parasitic curves by adjusting its geometric and op
erating parameters. Thus system analysis must give the ap

propriate selection of condenser operating conditions for a 
specific system and application. 

Conclusions 
Detailed computer models are summarized that describe the 

behavior of direct-contact condensers using structured packing 
and operating in cocurrent and countercurrent flow. These 
models were validated extensively with experimental data for 
several types of packing, condenser geometries, and cooling 
liquids. Several hundred data sets have been documented. These 
models have consistently predicted the experimental data to 
better than 3 percent of the duty cycle. 

Extensive tests of two DCC stages operating with seawater 
at typical OC-OTEC conditions were conducted, yielding a 
substantial data base over broad operating ranges suitable for 
OC-OTEC systems. The data showed excellent consistency and 
variations smaller than the predicted error estimates, giving 
confidence in the data collected. The data confirmed earlier 
predictions of excellent thermal, exhaust, and hydraulic per
formance for the DCC. Overall thermal effectiveness above 
0.9 has been shown consistently for vent ratios of 0.9 in the 
presence of high noncondensable-gas content. This indicates 
that the DCC unit can operate within 10 percent of the the
oretical limits for cold-water use and venting requirements. 
Within experimental uncertainty, thermal performance in sea
water and fresh-water operation cannot be distinguished. The 
results of these studies lend confidence that direct-contact con
densers can be designed effectively for OC-OTEC as well as 
for other applications. 
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Droplet Vaporization in a 
High-Pressure Gas 
Evaporation of single, liquid droplets in a high-temperature, high-pressure gaseous 
environment has been investigated experimentally. The effects of gas temperature, 
pressure, and strength of naturally occurring convective flows were studied. Pure 
hydrocarbon (n-heptane) and trichlorotrifluoroethane (R-113) droplets were va
porized in a nitrogen atmosphere within a sealed chamber, which was developed to 
minimize forced convection. Experiments were carried out in normal and micro-
gravity ( ~ 10~s g) fields in order to examine the effect of natural convection. A 
single droplet was attached to the end of a quartz fiber. The gas temperature and 
pressure were raised quickly by a compressive process. The gas temperature and 
pressure were varied from 0.93<Tr<1.23 and 0.32<Pr<0.73. The droplet was 
located at the point of compressive symmetry. Droplet lifetime and instantaneous 
vaporization rate were determined from the data recorded by video camera. The 
results indicated that ambient gas temperature is a more significant parameter than 
ambient pressure for high-pressure droplet vaporization. This conclusion was based 
on comparisons of droplet vaporization rate for the range of temperatures and 
pressure tested. Ambient gas pressure was seen to have a weaker influence on 
vaporization rate. Removal of the gravity field during free-fall experiments resulted 
in an increase of droplet life time of about 30 percent for the case of R-113 liquid, 
and little change for the n-heptane droplets. 

Introduction 
Liquid fuel injected into internal combustion engines typi

cally atomizes into small (0.1 mm diameter and less) droplets. 
These droplets are exposed to a hot, convective gaseous en
vironment at a relatively high pressure. For the case of a gas 
turbine or compression ignition engine, the environmental con
dition may be above the critical pressure and temperature of 
the liquid, allowing the liquid to approach its thermodynamic 
critical pressure and temperature (Faeth et al., 1969). During 
this process, the liquid fuel rapidly vaporizes and mixes with 
surrounding oxidizer to form a combustible mixture. Under 
near-critical and supercritical conditions, some normal low-
pressure approximations must be reconsidered (Farrell and 
Peters, 1986). In particular, for high pressures, ideal gas as
sumptions may not be valid. There is likely to be gas dissolved 
in the liquid making low-pressure interface assumptions of an 
ideal solution questionable (cf. Curtis and Farrell, 1992), and 
at near-critical conditions, a variety of anomalous property 
variations have been observed (cf. Basu and Sengers, 1977). 

The present work has been direced toward gaining insight 
on droplet vaporization, particularly for the case of high am
bient pressures. In order to simplify interpretation of the results 
of the experiments, it may be desirable to eliminate convective 
effects in order to understand the details of the vaporization 
process alone. Convection of the gas phase can cause distortion 
of the droplet surface and internal convection in the droplet, 
and can lead to droplet breakup. While all of these processes 
occur in high-pressure combustion systems, their presence 
makes detailed examination of the vaporization process alone 
difficult. Elimination of forced convection in the gas phase is 
possible with careful experimental design; for vaporization of 
an initially cold droplet in a hot environment, natural con
vection is not so easily eliminated in a normal gravity field. 
In practice, low gravity experiments are difficult and access to 
low gravity environments is limited. In the present work, ex-
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periments were conducted in normal and microgravity (~ 10~5 

g) fields. The normal or 1-g experiments were performed in a 
nearly quiescent environment to investigate high-temperature 
and high-pressure vaporization. A few low-gravity experiments 
were conducted at high pressure and temperature to estimate 
the effects of the gravitational field on the vaporization results. 

There has been considerable interest in droplet vaporization 
at low and high pressures, with many efforts focusing primarily 
on droplet combustion. Low-pressure vaporization experi
ments have been performed by, among others, Hottel et al. 
(1954) and Priem (1955). High-pressure experiments have been 
performed in convective flows by Sowls (1972) and Savery and 
Borman (1970). Suspended droplet experiments at high pres
sure in a quiescent environment have been performed by, for 
example, Faeth et al. (1969) and Hiroyasu and Kadota (1976). 

Related experiments of droplet combustion have been per
formed by a large number of workers, in convective and quies
cent environments, and in 1-g and in microgravity environments 
(cf. Satoet al., 1990). 

In addition to previous experiments, there have been a large 
number of modeling efforts for vaporization and combustion 
at low and high pressures (Manrique and Borman, 1969; 
Abramzon and Sirignano, 1988; Hsieh et al., 1991; Curtis and 
Farrell, 1992). A comparison of some of these low-pressure 
and high-pressure vaporization models is given by Curtis et 
al. (1989). 

The experiments on high-pressure droplet vaporization that 
have been performed to date have been primarily made in 
strong convective fields or in actual combustion situations. 
Under these conditions, with relatively loosely defined free-
stream conditions, comparison of experimental results with 
model results for vaporization is difficult. 

The intent of the experiments described in this paper was to 
produce droplet vaporization experiments in which all con
vective motion could be eliminated, in order to concentrate 
on the interface problem. As noted, exclusion of convection 
requires elimination of forced convection and free convection. 
In addition, in order to provide a well-defined initial condition 
for modeling the vaporization process, an "impulsive start" 
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Fig. 1 Opposed piston schematic (cutaway view) 

Table 1 Compressor specifications 
Bore 57 mm 
Stroke 42 mm 
Displacement 107 cm3 

Compression ratio 11.0 

to the problem would be necessary, requiring a rapid rise in 
the test chamber pressure and temperature without accom
panying convection, all at microgravity. 

Compressor and Laboratory Equipment 
The experimental apparatus was designed to be a self-con

tained system suitable for use in the NASA Lewis Research 
Center 2.2 s drop tower. For this application, all power must 
come from on-board sources. There is a strict limit on the 
overall size of the package to be dropped, and the package 
must clearly be rugged enough to survive the 30 to 40-g impact 
at the bottom of the tower so that it may be used again. The 
system built for the drop tower was also used in a ground-
based laboratory for the 1-g tests. 

An opposed piston compression device was used to raise the 
gas field pressure and temperature surrounding the droplet 
from an initial ambient temperature and low pressure. Two 
modified single cylinder spark ignition engines were arranged 
facing piston top to piston top and separated with a spacer 
plate. Chamber sealing was accomplished using full-circle 
Teflon rings. Two small ports on the cylinder wall were used 
to precondition or prepressurize the gas. During a vaporization 
experiment, each crankshaft was rotated 180 deg simultane
ously by a hydraulic drive system in about 50 ms. During 
crankshaft rotation, the flat-topped piston in each engine went 
from a stationary condition at bottom dead center to a sta
tionary position at top dead center. A schematic of the 
compression device showing the initial and final compressor 
positions is shown in Fig. 1 and a listing of some specifications 
of the compressor is given in Table 1. 

A positive displacement droplet generating system utilizing 
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Fig. 2 Liquid delivery system 
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Fig. 3 Needle-stabilizer system 

a hypodermic syringe was developed in order to prepare drop
lets upon demand. The nominal syringe displacement was 1.0 
fi liter per stroke of a repeating dispenser. Liquid was fed from 
the syringe onto the tip a 0.125-mm-dia glass fiber supporting 
a 0.25-mm-dia glass bulb. The bulb was located at the point 
of compressive symmetry within the compression device, which 
was at the centerline of the spacer plate. A schematic diagram 
showing the major components of the droplet generator in 
relation to the compressor spacer plate is shown in Fig. 2 and 
the needle-liquid stabilizer arrangement is shown in Fig. 3. The 
objective in placing the droplet at the point of symmetry of 
the compression device was to generate negligible convective 
gas motions near the droplet during compression, and to allow 
whatever motions generated to decay quickly. 

A single component laser-Doppler velocimetry (LDV) system 
was set up to measure the gas velocities near the proposed 
droplet location, without a droplet present. Under typical op
erating pressures and temperatures, the velocity along the cyl
inder axis was measured as a function of time. Due to limitations 
in optical access, the LDV control volume was long—about 7 
mm—in a direction parallel to the piston faces. A typical ve
locity trace from this experiment is shown in Fig. 4. The max
imum velocity observed is relatively large, about 15 cm/s, but 
the gas velocity decays fairly rapidly to levels that are not easily 
detected by the LDV system. While the chamber is not quies
cent at the droplet location, the convection velocities are small, 
and decay quickly. 

Gas temperature and pressure in the test chamber were meas
ured in the compressor in 1-g by use of a fine wire thermocouple 
(0.025 mm diameter, type K) and a piezoelectric pressure trans
ducer affixed to the spacer plate. The uncertainty of the ther
mocouple measurement was estimated to be about 5 percent, 
and accounting for the DC drift of the pressure transducer, 
the uncertainty of the pressure measurement was also estimated 
to be about 5 percent. Temperature and pressure traces for 
the typical operating conditions of the compressor are shown 

cP = 
D = 
8 = 

Gr = 
h = 
k = 
m -

- specific heat 
= diameter 
= gravitational acceleration 
= Grashof number 
= enthalpy 
= thermal conductivity 
= mass 

P = 
Pc = 
Pr = 

r = 
Re = 

T = 
T = 
1 c 

pressure 
critical pressure 
reduced pressure = P/Pc 

radius 
Reynolds number 
temperature 
critical temperature 

Tr = reduce temperature = T/Tc 

U = velocity 
v = velocity 
a = thermal diffusivity = k/pCp 

/3„ = vaporization constant 
p = density 
T = dimensionless time = at/D2

0 for 
liquid droplet 
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Fig. 4 Velocity at compression at approximate droplet location after 
compression 

in Fig. 5. The pressure rises quickly to a large value due to 
the nearly adiabatic compression of the gas in the control 
volume. The temperature normally rises quickly also, due to 
compression heating. Since the test chamber is generally cooler 
than the gas charge after compression, the charge is quickly 
cooled to the chamber temperature, resulting in the rapid decay 
of pressure seen in Fig. 5. Figure 5(a) shows gas temperatures 
at the approximate location of the droplet for three different 
compressions as in Fig. 5(a). Tests on the chamber showed 
that there was very little leakage (<5 percent over 10 minutes) 
from the chamber under pressure. For these experiments, in 
order to keep the chamber temperature and pressure to a rea
sonably high value, the piston surfaces were preheated for 60 
s prior to the compression stroke. The resulting temperature 
trace in Fig. 5(a) shows that a steady chamber temperature is 
attained in the chamber. Since at BDC the pistons are far from 
the droplet region (42 mm) the effect of preheating the pistons 
on the droplet region is assumed to be small. These measure
ments were taken at 1 g, but were considered to be repre
sentative of the time constants of the system at microgravity 
as well. 

The vaporization history of individual droplets was recorded 
by a CCD camera and stored in a VCR system. For the low-
gravity experiments, the CCD camera was dropped with the 
package and the video signal was transmitted by optical fiber 
to the VCR, which was located at the top of the drop tower. 
Quartz windows in the spacer plate allowed optical assess for 
the video camera. During the experiments, the droplet was 
backlit and appeared as a dark disk on a light background, 
producing high optical contrasts. The layout of the data re
corded system is shown in Fig. 6. 

Vaporization experiments were carried out in normal and 
near zero gravity fields. For the case of near zero gravity tests, 
the 2.2 s drop tower facility at NASA-Lewis Research Center 
was employed. For the low-gravity tests, all of the experimental 
hardware used for normal gravity tests, including the CCD 
camera and experiment control computer, were allowed to free 
fall with the experimental rig. Nominal acceleration for the 
freely falling rig was typically in the range of 10~5 g (NASA 
manual, 1989). Actual acceleration with this package was not 
measured during these experiments. 

The procedures for a typical vaporization experiment were: 
1 Fill liquid supply system (R-113 or heptane); 
2 Purge gas within compressor, pressurize chamber; 
3 Deploy droplet onto fiber; 

1.0 2.0 3.0 4.0 
TIME (s) 

Fig. 5(a) Gas temperature at approximate droplet location after 
compression 

4000 

TIME (s) 
Fig. 5(b) Cylinder pressure after compression 

1. Light 
2. Compressor wall 
3. Droplet 
4. Window 
5. Lens 
6. Video camera 
7. Output to VCR 

© 

© ^^y © 
Compressor Cross-section 

Fig. 6 Video data recording system 

*A © 

4 Change gravity field (optional); 
5 Compress gas; 
6 Record vaporization history. 

Experimental Results—Normal Gravity 
The results of the droplet vaporization experiments in nor

mal gravity are presented in this section. For each experiment, 
the data recorded were droplet video images as a function of 
time, recorded at video rates (30 Hz). The video sequence for 
each experiment was stored on video tape for later analysis. 
Droplet size was determined on each video frame using a mi
crocomputer-based frame grabber and analysis software. Each 
recorded video sequence of droplet images was analyzed one 
frame at a time by taking the projected area of the droplet 
image and computing from this an equivalent area of constant 
diameter, D. The droplet size was estimated by integrating the 
number of pixels whose intensities fell below a selected thresh-
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Fig. 7 Uncertainty in droplet equivalent diameter 

old. The threshold value was set to include regions inside the 
droplet and exclude other regions. An effective droplet di
ameter is estimated from the two-dimensional area integral 
produced by the pixel summation. 

The error induced by assuming a spherical droplet may be 
estimated by calculating the eccentricity of the droplet. If the 
liquid is assumed to be in the form of a prolate spheroid, the 
eccentricity is 

V U 
(1) 

where e is the eccentricity, L is the droplet length along the 
stabilizer axis, and d is the maximum droplet width measured 
normal to stabilizer axis. It is apparent that for values of e 
approaching unity, the geometric approximation of a constant 
diameter projection of a sphere will not be very good. The 
impact of moderate eccentricity values on geometric scales 
pertinent to droplet vaporization may be small. For instance, 
the surface area to volume ratio of an object is important when 
considering the energy and species transfer from an object. 
The surface area to volume ratio for a sphere of diameter D 
is 6/D. If the value of eccentricity e is at 0.745 and the volume 
is held constant, a prolate spheroid will have a surface area 
to volume ratio of 6.022/-D, a change of less than 1 percent. 
In the present study, the maximum value of droplet eccentricity 
was measured at 0.76. 

Care in selecting the threshold value that defines the area 
included in a droplet is important for accurate estimates of 
equivalent droplet diameter, in particular near the edge of the 
droplet where a steep intensity gradient exists. A small change 
in the defined threshold value representing the edge of the 
droplet can make a difference in the calculated area and ef
fective diameter. The threshold value is set to a specific in
tensity value in the range of 0 to 255, which is the full-scale 
range of intensities for an 8-bit frame grabber. For a droplet 
with 1 mm diameter, the variation in diameter using a range 
of threshold values from pixel intensity values of about 30 to 
60 is about 5.3 percent of the nominal diameter. For a droplet 
diameter of 0.3 mm, this variation is 17.6 percent of the nom
inal diameter. A plot detailing the range of induced error for 
a variation in threshold value of 30 to 60 over a variety of 
droplet sizes is shown in Fig. 7. 

In presentation of the data, the squared ratio of instanta
neous diameter to maximum diameter, (D/D0)

2, is plotted over 
the lifetime of the droplet. The time scale is expressed in non-
dimensional form. The following grouping is used: 

nondimensional time, T-
at_ kP0 

mnC, 
(2) 

The term presented in the brackets accounts for the thermal 
time constant of the droplet system and the subscript o denotes 
an initial value. The history of the diameter-squared ratio is 
referenced to the reduced temperature and pressure of the 
liquid species. 

Table 2 Thermophysical Properties for R-113 and n-heptane 
Thermophysical Properties 

R-113 ' «-heptane 
Molecular weight 
Critical temperature K 
Critical pressure, MPa 
Liquid thermal conductivity, W/m K 
Liquid density, kg/m3 

Liquid dynamic viscosity, N s/m2 

Liquid specific heat, kj/kg K 
Surface tension with air, dynes/cm 
Gas thermal conductivity, W/m K 
Gas density, kg/m3 

Gas dynamic viscosity N s/m3 

Gas specific heat, kJ/kg K 
Pressure, kPa 
Boiling temperature at 1 atm, K 

187.4 
487 
3.39 
0.075 
1557 
6.64 x 10"4 

0.958 
19.0 
0.008 
3.72 
9.8 x 10"6 

0.644 
48.2 
320.6 

86.2 
540 
2.72 
0.120 
690 
3.7 x 10^4 

2.22 
19.0 
0.013 
0.27 
6.1 x 10~6 

1.63 
6.64 
371.6 

CTr = 1 .&) 

• data 
-^ ,=0.84 (quasi-steady) 

0.0 ^ 
0.00 0.25 0.50 0.75 1.00 1.25 1.50 

TIME (S) 
Fig. 8 Diameter versus time for R-113 droplet 

The vaporization data is also presented through use of the 
vaporization coefficient. The vaporization coefficient may be 
interpreted as the mean vaporization rate of the droplet 
throughout its "lifetime." The units are mmVs and suggest a 
decay rate of projected droplet area (two-dimensional). The 
vaporization coefficient is defined as 

l /3 „ l = 
~drP-(t) 

dt 

D2
0-D

2 

tv-to 
(3) 

Here, t0 represents the time just after the gas compression 
process when vaporization begins and tv is the time when the 
droplet vaporization is considered over. For the present study, 
the droplet was considered to be fully evaporated when the 
equivalent diameter was twice the stabilizer diameter. For the 
conditions in these experiments, the approximation of constant 
slope was utilized and was determined by a linear regression 
of the data. A summary of the vaporization coefficients from 
these experiments is given in the appendix. 

Two liquids were studied in the present work: trichlorotri-
fluoroethane (R-113) and n-heptane. The thermophysical and 
critical properties of the liquids are presented in Table 2. A 
typical droplet size as a function of time plot is shown in Fig. 
8 for R-113 in N2 along with a line representing the regression 
to the data, which gives a /3„ of 0.84. Note that the beginning 
of vaporization used for calculation of the /3V value is taken 
to be after the volumetric liquid expansion of the droplet, and 
the end of vaporization was taken to be when the droplet was 
about two times the fiber diameter. 

A plot of j8„ as a function of reduced pressure for R-113 for 
the temperature range examined is shown in Fig. 9. In general, 
the vaporization rate increased significantly with increasing Tr, 
and more moderately with increasing Pr. All three temperatures 
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Fig. 9 Vaporization coefficient (/SJ for R-113 droplet 
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Fig. 10 Vaporization of n-heptane at 1-g 

tested showed significant increases in vaporization for Pr in
creasing from 0.32 to 0.45, but less significant increases or 
decreases when Pr varied from 0.45 to 0.59. 

In Figs. 10 and 11, examples of the results of the video data 
processing for the case of w-heptane liquid droplets vaporizing 
in nitrogen at 1-g are presented. As observed in the data of 
Fig. 8 for R-113, the slope of the vaporization curve changes 
following the compression process for some time. The apparent 
droplet diameter increase following compression is due to 
droplet vibration just after compression, the droplet image 
recorded by the video system was not always stable for the 
integration time of the CCD camera (33 ms). Some mechanical 
vibration of the compressor apparatus caused blurring of the 
recorded image and distortion of the results of the video proc
essing technique used since the contrast at the edge of the 
droplet (first several pixel values) was low. The vibrations 
tended to be damped out after about 200 ms. Once the peak 
value of (D/D0)

2 was attained, the slope of the vaporization 
curve remained nearly constant for the remainder of the droplet 
lifetime. The peak value of (D/D0)

2 typically corresponded to 
the first clear image recorded by the video camera. For thermal 
expansion of the bulk droplet, an increase in temperature of 
80°C of liquid heptane can be expected to cause a 13 percent 
increase in liquid volume due to thermal expansion. This would 

1.0 

0.8 

Q o 0 . 6 

0.4 -

0.2 -

0.0 

Tr = 0.93) 
Tr = 1.03) 
Tr = 1.12) 

Gas Pressure 
(Pr=0.58) 
Conducted in 1-G 

0.00 0.05 0.10 0.15 0.20 
N.D. TIME 

Fig. 11 Vaporization of n-heptane at 1-g 

Tsue et al (Pr=0.73, T=573 K) 

Tsue et al (Pr=1.43, T=573 K) 

0.0 

ptane 

Present Study 
AP-42 Results 
T=600 K; Pr= 0.73 

1 1 1 1— 

0.0 0.2 0.4 0.6 0.8 1.0 

TIME (s) 
Fig. 12 Comparative n-heptane vaporization history 

result in a 4.2 percent increase in droplet diameter. The meas
ured droplet size increase in this transient period ranged from 
0-15 percent of the initial droplet size. 

The most significant feature of the 1-g ^-heptane vapori
zation plots is the period in which the slope remains nearly 
constant. In each of the n-heptane experiments, the nearly 
constant slope of the vaporization curve suggests the applic
ability of a D2 vaporization law over the range of conditions 
studied. Previous results reported by Tsue et al. (1987) suggest 
that this trend may be extended to supercritical pressures, 
although numerical models for supercritical vaporization do 
not always predict a quasi-steady vaporization (Curtis and 
Farrell, 1992). A plot of data reported by Tsue et al. and data 
from the current study shows w-heptane droplet vaporization 
in normal gravity for a reduced pressure of 0.73 and 1.43 (see 
Fig. 12). The regression of droplet diameter squared over time 
is seen to be nearly linear for both of these conditions. In the 
Tsue study for the reduced pressure of Pr = 1.43 a "transient" 
period exists for time less than 0.15 s. This is followed by a 
period lasting until the droplet is evaporated in which vapor
ization occurs steadily. This qualitative behavior is similar to 
that in the current study. The calculated n-heptane vapori
zation coefficients from the present study and some data from 
Tsue et al. are presented in Fig. 13. Although the temperature 
conditions for the current data and those of Tsue et al. are 
not identical, the values for the Tr = 0.93 and Tr = 0.88 cases 
are similar, and somewhat different values are found for the 
Tsue Tr = 1.08 and the current Tr = 1.12 cases. 

Journal of Heat Transfer AUGUST 1993, Vol. 115/703 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.90 

0.80 

0.70 i 

0.60 

E 
E 0 . 5 0 

oJ 
0.40 

0.30 z. 

0.20 

n-heptane 
o Tr = 0.93 
° Tr = 1.03 
» T r = 1.12 
* Tsue, Tr = 0.36 
0 Tsue, Tr = 1.08 

1.0 

0.30 0.40 0.50 0.60 0.70 0.80 

Pr (P/Pc) 

Fig. 13 Vaporization coefficient (fiv) for n-heptane droplets 
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Fig. 14 Vaporization of R-113 at 1-g and microgravity 
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Fig. 15 Vaporization of n-heptane at 1-g and microgravity 
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Fig. 16 Vaporization coefficients for R-113 at 1-g and microgravity 

Based on the diameter squared lifetime plots, the second 
phase after the initial heatup phase of the vaporization process 
was steady. The vaporization curves yield a nearly constant 
slope during this period, particularly for the case of n-heptane. 
A D01 "law" is appropriate for description of droplet vapor
ization; the coefficient is about 2. The qualitative behavior of 
heptane droplet vaporization is similar to the data reported by 
Tsue et al. The quantitative rate of vaporization was found to 
be about 15-40 percent lower than reported by these workers, 
probably due to the method of droplet formation. In the pres
ent study, droplet formation was completed prior to gas 
compression (low temperature and pressure) and in the Tsue 
study, droplets were formed in a high-temperature environ
ment. Tsue's environment would allow faster heatup of the 
droplet since all of the surroundings would be at a high tem
perature initial condition including the droplet supporting de
vice. 

Vaporization of some liquids may be influenced to a greater 
degree by the ambient pressure than others, due to variation 
in thermophysical properties, natural convection strength, and 
diffusion. Increasing gas pressure from Pr = 0.32 to Pr = 
0.59 resulted in a nearly 20 percent increase in vaporization 
rate for R-113 as shown in Fig. 9. Heptane vaporization rates 

were seen to increase by 9.1 percent when gas pressure was 
elevated from Pr - 0.40 to Pr = 0.73 as shown in Fig. 12. 

Experimental Results—Reduced Gravity 
In order to study the influence of natural convection on the 

vaporization process, experiments were conducted in low grav
ity and results were compared with those compiled in normal 
gravity. In Figs. 14 and 15, typical droplet regression plots for 
normal and low-gravity vaporization are presented. In Figs. 
16 and 17, the calculated vaporization coefficients for droplets 
vaporizing in low gravity are compared with those for droplets 
varporizing in normal gravity. 

Reduction of gravity to about 10"5 g caused a significant 
change in the vaporization history of R-113 but had a smaller 
effect on n-heptane vaporization. R-113 vaporization rates for 
the case of reduced gravity were about 30 percent less than 
those measured in normal gravity, while vaporization rates for 
n-heptane increased by about 10 percent at Pr of 0.4 and 0.56, 
and decreased by about 10 percent at Pr of 0.73. 

One reason that gravity does not influence n-heptane va
porization as much as R-113 is that the temperature of the n-
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Fig. 17 Vaporization coefficients for n-heptane at 1-g and microgravity 

heptane droplet is likely to be relatively high due its lower 
volatility or lower vaporization rates at room temperatures. 
During droplet heatup, less energy goes into the latent heat 
for vaporization, and more into increasing in the bulk droplet 
temperature. This reduces the gas-to-liquid temperature dif
ference, and thus, the driving potential for buoyancy-induced 
flow. A second difference between the two liquids studied is 
a difference in the mass diffusion of vapor through the sur
rounding gas. The mass diffusivity coefficient, D, was esti
mated for both n-heptane and R-113 vapor in nitrogen gas at 
a common reduced temperature and pressure condition of Tr 
= 1.03 and Pr = 0.59. From ideal gas behavior and gas dy
namics theory (Bird et al., 1960), a ratio of Z>(R-113)/ 
D(heptane) = 0.75 was obtained. The ratio was developed 
through use of the Chapman-Enskog kinetic theory approach 
by the following equation, 

L JL 
MA MB 

DAn=C- (4) 
P(aAB)HlAB 

Here, C is a constant, M is the molecular weight, T is tem
perature, P is the pressure, aAB is the Lennard-Jones param
eter, and QAS is a parameter dependent upon the potential field 
for one molecule of A and one of B. The analysis assumes a 
set of small, spherical molecules at low density. This is quite 
different from the long chain molecules present and high den
sity gas in the current process of interest. However, if a Lewis 
number of unity is assumed, i.e., thermal and mass transport 
processes are identical, the ratio of £>(R-113)/D(heptane) is 
0.67 based on thermophysical properties. This implies that R-
113 droplets may be more strongly influenced by convective 
currents augmenting a lower diffusive transport than is the 
case for heptane droplets, hence the sensitivity in vaporization 
rates to gravity field strength for R-113. 

Experimental Uncertainty 
The main issues of experimental uncertainty in the meas

urement of the effective droplet diameter and calculation of 
the vaporization coefficient may be considered in terms of 
systematic errors and random errors. The systematic errors 
involved errors in the optical system, video system, and droplet 
sizing system and in the induced environment. Random errors 
are considered to be errors resulting from random events such 

as system vibration, which blurs an image. The systematic 
droplet size measurement errors were estimated by measuring 
the size of the droplet support probe in each image for the 
video threshold conditions used. The support probe size was 
well known in this experiment, so comparison of the dimen
sions of the support acquired throughout the optical and video 
system, including the threshold level setting described above, 
may be considered a reasonable estimate of the error in the 
optical system. The error.in measuring the support diameter 
varied from image to image, with an average error of about 
5 percent and a maximum error of 8 percent of the probe 
diameter. Since the droplets were larger than the probe by a 
factor of two at least, the error in droplet diameter is expected 
to be less than these numbers. The system conditions (envi
ronmental temperature, pressure, and velocity) were found to 
vary by less than 10 percent over many trials. 

Random error, or errors that are not repeated throughout 
the data set, are difficult to assess for the direct droplet sizing, 
but these errors are visible in the droplet size as a function of 
time graphs. In the calculations leading to the vaporization 
coefficient, /3„, the random errors are largely averaged out, 
since a linear regression method is used to calculate the coef
ficient. The regression results give the slope of the line (/3„) 
and an estimate of the goodness of fit to the data. While each 
regression gives slightly different results, the R2 coefficient for 
the linear regression was always between 98.8 and 99.5 percent, 
giving a corresponding range of estimated standard deviations 
from the fit of 0.011<s< 0.027 in units of {D/D0f. 

Overall the uncertainty of the droplet diameter measure
ments may be considered to be less than 10 percent, and since 
the |8„ are a linear regression to the droplet diameters, the error 
in the |8„ values may be estimated to about the same as the 
droplet measurements, or 10 percent. 

Summary 
The vaporization of single R-113 and «-heptane droplets has 

been studied experimentally. A rapid compression device has 
been used to condition the gas field surrounding suspended 
liquid droplets. Droplet size history has been recorded via video 
camera system. Time-dependent size history of the droplets 
indicated that the well-known D1 vaporization law may be 
extended beyond a reduced pressure of 0.7 through transient 
effects early in the vaporization process may result in some 
error. Gas temperature has a strong effect on droplet vapor
ization. Gas pressure is seen to have a weaker effect. Finally, 
the effect of gravity is important in droplet vaporization due 
to buoyancy-induced flows. Comparison of data from exper
iments in near-zero gravity with those conducted in normal 
gravity reveal that the vaporization rate and droplet lifetime 
are affected depending on the liquid involved. Removal of the 
gravity field during free-fall experiments resulted in an increase 
of droplet life time of about 30 percent for the case of R-113; 
however, a much less pronounced effect was seen for n-hep
tane. 
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Evaporation of Multicomponent 
Drop Arrays 
The conventional fuels that are used in the field of transportation are primarily 
composed of two or more components. Each component evaporates, mixes with 
hot oxidant gases, ignites, and burns. Since evaporation is the precursor of the 
sequence of events leading to combustion, the evaporation studies on the multi-
component drops are essential for determining the governing parameters of spray 
evaporation. While single-component drop studies have been carried out extensively 
in the past, very limited literature exists on the multicomponent array evaporation. 
The present paper deals with the evaporation of multicomponent fuel droplets in 
an array using the recently developed point source method (PSM). First, the quasi-
steady (QS) evaporation of an isolated, multicomponent droplet is briefly analyzed. 
The resultant governing equations, along with Raoult's law and the Cox-Antoine 
relation, constitute the set of equations needed to arrive at the solutions for: (1) 
the droplet surface temperature, (2) the evaporation rate of each species, and (3) 
the vapor mass fraction of each species at the droplet surface. The PSM, which 
treats the droplet as a point mass source and heat sink, is then adopted to obtain 
an analytic expression for the evaporation rate of a multicomponent droplet in an 
array of liquid droplets. Defining the correction factor (r\) as a ratio of the evap
oration of a drop in an array to the evaporation rate of a similar isolated multi-
component drop, an expression for the correction factor is obtained. The results of 
the point source method (PSM) are then compared with those obtained elsewhere 
for a three-drop array that uses the method of images (MOI). Excellent agreement 
is obtained. The treatment is then extended to a binary drop array to study the 
effect of interdrop spacing on vaporization. When the drops are close to each other, 
the evaporation rate of the droplet in the array containing the larger percentage of 
volatiles is higher than the rate under isolated conditions (r;>i). The results qual
itatively confirm the experimental data reported elsewhere. Parametric results were 
obtained for the effect of changing the composition on the correction factor and 
finally critical drop compositions in the binary array are given for which ri>l. Even 
though the results for the average correction factor of the whole array of 2 to 9 
drops obtained using PSM are almost the same as the results from MOI, the cor
rection factor of the center drop under severe interaction may deviate from those 
results obtained with MOI. 

1 Introduction 
Many practical combustor systems, such as boilers, gas tur

bines, diesel engines, rockets, etc., use condensate fuels (liquid 
and solid fuels) as the energy source. Combustion intensity is 
controlled by the gasification, mixing, and chemical kinetics 
processes. The condensate must at atomized/pulverized into 
smaller droplets/particles in order to increase the surface area 
of fuel exposed to the hot gases and to facilitate rapid gasi
fication and mixing with the oxygen-rich ambience. Thus, 
atomization leads to improved ignition and combustion char
acteristics. Spray evaporation, ignition, and combustion stud
ies are extremely important to determine the flame stability 
behavior at widely varying loads to ensure the efficient utili
zation of fossil energy, and to understand better the mechanism 
of pollutant formation and destruction. 

Isolated drop/particle models yield the parameters control
ling the ignition and combustion characteristics of individual 
drops/particles. Sprays normally involve a large number of 
drops. The simplest analysis is to treat the fuel spray as an 
aggregate of the behavior of individual fuel droplets. Thus, 
the spray combustion rate can be estimated to be a sum of the 
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combustion rates of each of the drops as if each drop burned 
individually. However, a drop in the spray does not behave 
like an isolated drop since its behavior is modified due to the 
presence of other drops. Interactions between the droplets alter 
the drag coefficient, change the flow field, increase/decrease 
the ignition delay depending on the denseness of the spray, 
compete for heat and oxygen, and alter the fuel vapor distri
bution around the drops (Annamalai and Ryan, 1992). Thus, 
the usefulness of isolated droplet modeling is limited in spray 
modeling especially in the vicinity of the injector, where the 
spray is very dense. Thus, the interactions must be accounted 
for. An improved understanding of the interactive behavior 
in simplified models and the corresponding experiments in a 
controlled environment can provide design input for obtaining 
the desirable spray characteristics which result in improved 
combustor performance. Array study is an improvement over 
isolated drop study since it considers the interactions between 
a finite number of drops, thus providing a fundamental knowl
edge of the processes involved in the interactive ignition and 
combustion (Labowsky, 1976, 1980; Xiong et al., 1984). Ex
perimental array studies have the advantage that conditions 
can be controlled and the results can be compared to the the
oretically predicted trends of array studies. The focus of the 
previous investigators has been to evaluate the correction factor 
of single component drops under interactive conditions as the 
interdrop spacing and number of drops in the array are varied 
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(Labowsky, 1976; Brzustowski et al., 1979; Annamalai and 
Ryan, 1991, 1992). 

The fuels that are actually used, especially in the field of 
transportation, are primarily composed of two or more com
ponents. The evaporation of the drops in dense clouds is the 
precursor of the events leading to ignition and combustion, 
and hence it is desirable to determine the governing parameters 
for the multicomponent droplet array evaporation. Denoting 
the evaporation rate of an interacting single component drop 
in the array/cloud as ms (single drop) and the drop mass loss 
rate under isolated conditions as mli0 (isolated), the correction 
factor rj can be written as 

•t) = ms/mis0 

Interactive effects usually retard the drop/particle mass loss 
rate (i?< 1). For an array containing / number of multicom
ponent drops, the correction factor of ith species for the jth 
drop is given as 

Vu= (msj)j/(misoJ)j 

where the isolated drop has the same composition as the jth 
drop in the array. Under pure diffusive transport, the single 
component array analysis always yields rj < 1, while the inter
active effects in multicomponent array can occasionally en
hance the mass loss rate (?/> 1). 

Interactive problems are dealt with primarily by the follow
ing methods: 

1 Exact method using Navier-Stokes equation—suitable for 
2 to 3 drops (Tal et al., 1984; Raju and Sirignano, 1990; 
Sirignano, 1993). 

2 Bispherical coordinate method—2 drops (Brzustowski et 
al., 1979). 

3 Method of images (MOI)—suitable for arrays of fewer 
than 20 drops (Labowsky, 1976, 1978, 1980). 

4 Point source method (PSM)—suitable for arrays of 1000 
drops or fewer (Annamalai and Ryan, 1993). 

5 Continuum method—suitable for clouds (Chiu and Liu, 
1977; Annamalai and Ramalingam, 1987). 

The MOI, which provides an exact solution to the governing 
equations and considers the finite size of the drops, requires 
a large number of sources/sinks if many drops are considered. 
For example, 10° image sources are required for the first three 
generations of sources for a thousand-drop array. Thus, one 
is limited to the relatively small number of drops when using 
the method of images. On the other hand, if the drops are 
treated as point sources, then the procedure can be simplified 
and a large number of drops can be considered. Further PSM 
yields simple analytical results even for complicated configu
ration since the relations for correction factors are linear. This 
technique is only approximate when the drops approach each 

other. While Labowsky's MOI results are for a three-drop 
array consisting of volatile and nonvolatile components, the 
PSM results are presented for: (/) correction factor for each 
component in the drop of interest, (/'/) the net correction factor 
for the drop, and (Hi) average correction factor for the array. 

2 Objectives 
The objectives of the present study are: (/) to model the QS 

evaporation of'multicomponent drop arrays using the point 
source method, (//) to obtain analytical results for the cor
rection factor and compare the results with those obtained 
from MOI for a three-drop and two-component array, (/;'/) 
to obtain the results for binary drop array using the PSM, and 
(iv) to compare qualitatively with experimental data published 
elsewhere. For simplicity, the procedure will be illustrated only 
for two components, A and B, although the method could be 
extended to a large number of components. 

Since the gas phase heat and mass diffusion rates are fast 
compared to the regression rate of slowly evaporating drops, 
a QS approximation can be made. Further, the QS results 
provide a convenient frame of reference for studying the effects 
of interaction on the evaporation rate of an array. Further, 
QS explicit results for isolated drops are available for the 
evaporation rate and the previous studies on multicomponent 
array using MOI were carried out using a QS assumption; thus 
the validity of the PSM requires a similar assumption. As 
shown later, the QS approximation leads to simple explicit 
solutions for interactive evaporation of multicomponent arrays 
consisting of an arbitrary number of drops arranged in various 
configurations. 

3 Model 

3.1 Isolated Drop Evaporation 

(A) Drops of Arbitrary Composition. The conservation 
equations for the evaporation and combustion of multicom
ponent drops have been presented earlier by Law (1976, 1978) 
and Law and Law (1982). It will be assumed that the drop is 
at uniform temperature (infinite thermal conductivity) and 
composition (infinite liquid phase diffusivity), evaporating un
der QS conditions into a quiescent atmosphere at T„. Spherical 
symmetry and equal binary diffusion coefficients are assumed. 
The QS solutions will be presented below for the case of 
Le=1.0. 

(/) Mass conservation: For a multicomponent drop, the 
species and mass conservation equations for one-dimensional 
radial systems, which include the Stefan flow (SF), yield the 

N o m e n c l a t u r e 

a = radius of droplet 
D = diffusion coefficient 
hT = thermal enthalpy 

/ = distance between two droplets 
L = latent heat of evaporation 
m — mass rate of evaporation 
p = pressure 
R = universal gas constant 
r = radial distance 
T = temperature, K 
V = diffusion velocity 
V-, = total velocity of species i 
v = bulk velocity 

W = molecular weight 
X — mole fraction 
Y = mass fraction 

e = flux fraction 
rj = correction factor 
6 = angle (Fig. 1) 
£ = nondimensional radius, Eq. 

(lb) 
P = density 
$ = potential 

Subscripts 
A 
a 
B 

component A 
air 

b 
F 
I 
i 

iso 

component B 
boiling condition 
fuel 
inert species 
ith component 
isolated 

j = 
I = 

m = 
sat = 

T = 
v = 
w = 

00 = 

Abbrevii 
MOI = 
NSF = 

PSM = 
SF = 

y'th drop 
liquid phase 
mixture 
saturation 
thermal 
vapor 
interface conditions at drop
let wall or surface 
ambient or surrounding con
ditions 

itions 
Method of Images 
Non-Stefan or negligible Ste
fan Flow 
Point Source Method 
Stefan Flow 
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species profile for each component as (Annamalai and Dur-
betaki, 1975), 

,-i 
i = A,B 

Y,-Y,,a \-e~ 

compared to convective velocity. Thus Stefan flow may be 
neglected (see Appendix A - l ) . Then Eqs. (6) and (7a) simplify 
to: 

] _ £~£n\iso 

where 

(la) 

(16) 

£ w,i. 
hT,c 

4irpDr 

£iv,iso = wiso/47rpZ>a 

The interface species conservation is given as 

47rp ;t>,>r2 = m isoe ;, i = A, B (2a) 

where e,- is defined as 

ti = miMo/mKO (26) 

Dividing the velocity (u,-) into the bulk (v) and diffusive com

ponents, Eq. (2a) is rewritten as 

4irpvr2Yiw-4irpDr2\—-Il =w i s o 'e,-, i = A, B (3a) 
Ldr)w 

Using Eqs. (1) in Eq. (3a), the interface boundary condition 
is given as 

n . v + j — j =£,-, i=A,B (36) 

(ii) Energy conservation: Using energy conservation, the 
temperature profile in the gas phase is given as 

hT-hTt„ l - e ~ { 

or 

where 

(LAeA+LBeB) 

su'.iso^/ * i,w 

£. • =Y-s/,w,iso -*• itw 

\ s / , w / i ; 
mn 

4-irpDa 

(9a) 

(9b) 

(9c) 

(9d) 

Using Eq. (9a) in Eq. (9b), the mass fractions under negligible 
Stefan flow (NSF) can be expressed as 

Y,,w = ^f^, i = A,B 
EL/6,-

(10) 

The mass fraction is expressed in terms of mole fraction as 

Y = 
Wm 

i = A,B (Ha) 

, . . i = A,B 

The interface energy conservation is given as 

dT 
"Yr '4irr ( LA mA iiso + LB mBiso) 

(4) 

(5a) 

where 

XUw=p,,JP (116) 

and the partial pressure pjyW is related to drop temperature 
through phase equilibrium relations. Applying Raoult ' s law 
for miscible mixtures, which is valid for homologous series, 

Pi,v> = Xi,lPmU> > = A> B (1 2 f l) 

and the Cox-Antoine relation 

F, 
hl.P/,sat =Ej + ; i = A,B (126) 

Equation (5a) neglects the sensible enthalpy for liquid phase 
heating. Rewriting Eq. (5a) as 

~dhT 

dt 
= - (LAeA + LBeB) (5b) 

Now setting hT at the droplet wall (surface) as reference value 
(hTiW = 0), differentiating Eq. (4), and using the result in Eq. 
(5b), the evaporation rate in terms of enthalpy is given as 

sw.iso I n 1+-
h-, 

LAeA +LBeB 
(6) 

With Yi?co = 0, differentiating Eq. ( l a ) , and using Eq. (3b), 
the evaporation rate in terms of species mass fraction is given 
as 

Uiso=-^n-(Y^/ei)}, i = A,B (la) 

From Eq. (7a) it is seen that 

YA,w/eA=YB:lv/eB=C (lb) 

Proceeding similarly for inert species /, which is present only 
in the gas phase, the constant C is evaluated as 

C=\-(YhW/YIi<a) (7c) 

Hence, one can rewrite Eq. (7a) as 

?w,iso = l n ( ^ , » / J V ) Vd) 
Equating Eq. (7a) with Eq. (6), 

T+ G-

where E„ Fh and G, are constants for the given fuel component, 
the partial pressure pltW is evaluated. Another relation is given 
by the identity 

Ee,-=1.0 (13) 

The solution procedure for the evaporation rate of an iso
lated multicomponent drop is to assume Tw, find /?/>sal from 
Eq. (126), then determinep,„, from (12a) for the given mole 
fraction of species / in liquid phase, Xiw from Eq. (116), and 
finally YiiW using Eq. (11a). Then 6,- is solved from the linear 
Eqs. (10). However, the identity given by Eq. (13) must be 
satisfied; if not, iterations are continued until the convergence 
occurs. 

(B) Isolated Drop of a Volatile and a Nonvolatile Com
ponent. Simplified results can be obtained for an isolated 
drop consisting of volatile (component A) and nonvolatile 
(component B) components . Since eB is zero, eA = l, then 
equating Eqs. (6) and (7a) , the mass fraction under SF is given 
as 

YA.W — 
hjt(x/LA (14a) 

Yi, 
Ar,oo«e,-

(8) 

Note that Eq. (8) reduces to a standard relation for the evap
oration of a single component drop. 

For slow evaporation, the diffusion velocity is significant 

l+(hTiX/LA) 

Under NSF (or (hT:O0/LA)« 11 

YA,w = hT,a,/LA (146) 

Further, from Eq. (6) with SF, 

Uiso = ln[l + (/i7>/Ivi)] (15a) 
where Tw is determined using Raoult's law (Eq. (12a)) and 
the Cox-Antoine relation (Eq. (126)). The evaporation rate 
under NSF is given as 

?iv,iso — "T,oo/LA (156) 
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Fig. 1 Three-drop array: illustration of coordinates 

3.2 Multicomponent Array Evaporation 

(^4) Array of Arbitrary Composition. Consider the ar
ray shown in Fig. 1. Each drop is assumed to be a point mass 
source, which is valid for large l/a ratios. The PSM described 
elsewhere (Annamalai and Ryan, 1991, 1992) is briefly illus
trated below. The species ;' from dropy with surface fuel mass 
fraction of ( YJJW)J evaporates at the rate of rhjj. The strength 
of the source rhjj and (Y,>)./ are unknown, and are to be 
solved from the Laplace equation for each species and the 
boundary conditions: 

, 2 l 

subject to 

V zy, = 0 i=A,B 

Yi-~Yit0> as r—oo 

(16a) 

(166) 

Y,-(Y,,w)j 

for y'=l ... J at drop surfaces (rwj = r,- + a,-) (16c) 

mi = mit\ at drop 1, mii2 at drop 2, (16d) 

Since the governing equations and boundary conditions are 
linear, the superposition technique could be adopted (La-
bowsky, 1980). In the superposition technique the drop./ alone 
is assumed to evaporate at the rate of m-,j for species / and 
fuel mass fraction of species i at P due to dropy is determined 
using the isolated drop analysis. Then the mass fraction of 
species / at P is summed over all the drops. 

Consider dropy. Assume that Y||OO = 0. The mass of species 
/ leaving the surface by diffusion under NSF is given by 

rhjj = - A-wpr D 
dYj 

dr' 
i=A, B 

Integrating once, and applying the boundary condition, 

Yj—0 as r—oo 

one obtains 

lY,)j = A-wpDr r>a 

Since the governing equation and the boundary conditions are 
linear, the mass fraction of species / at point P in an array of 
J droplets is simply given as (Fig. 1): 

~ 4-wpD 
j*k 

rrii 
(17a) 

r ,>^0 , Eq. (17a) can still be used with F, replaced by (If 
Yi-YL_, 

Note that my denotes the mass flow rate of species /' from 
they'th droplet in the array and it is still an unknown. As will 
be seen later the value for Y, will not exceed unity at points 
away from the drop surfaces. The above equation, when eval
uated at the wall (or surface) of the kth droplet, becomes: 

j 

(Y i t„)k= [mk/4TtPDak] + J] mu/(4*PD I rk,„ - r,-1) (176) 

With rktW = rk + ak, and assuming \\k-
proximate Eq. (176) as 

r,-1 » ak, one may ap-

(Yjy„)k 
mkJ 

j mu 
4irpDak 4^ 4irpD I tk — r,-

where i = A, B (18) 

j*k 

It can be shown that the drop temperature and mass fractions 
of species / at the surface of the £th drop remain exactly the 
same obtained for an isolated drop of similar composition 
(Labowsky, 1980). The mass fraction of species i at the surface 
of drop size ak is imposed as (YiiW)k (Section 3.1 A). As such 
it cannot exceed unity. Since F,jM = 0 and Y,>< 1.0 then (Yj)P 

at any point away from the drop surface must be less than 
1.0. However, the mass fraction contour of YiiW (or the po
tential contour) may not exactly follow the surface of the drop, 
particularly for closely spaced drops. A detailed comparison 
of PSM with the exact results will be given later. Using Eqs. 
(9c) and(9c0, 

(miMo)k = 4irpDak(YitW)k i = A, B (19) 

Using the definition of correction factor and Eqs. (18) and 
(19), the expression for correction factor of the ith component 
in the kth drop is given as 

W*=l-2'»«/-
yVAr 

aAY,,w)j 

\lkjI ( Y,tW)k 

i = A, B (20a) 

where lkj is the interdrop spacing, = I rk - r,-1. [The result shown 
in Eq. (20a) was applied to the evaporation problem of an 
array of single component drops mounted on the apices of a 
regular polygon and the result for the average correction factor 
was found to be exactly the same (Annamalai and Ryan, 1992) 
as the expression obtained by Deutch et al., who used the 
Fourier transform technique for the diffusion controlled re
actions of a system of static sinks.] Multiplying Eq. (20a) by 
e,-, summing over all i's, and using the identity given by Eq. 
(7c) the following result is obtained with 7/,oo = 1.0: 

ilk-- 1 

j*k 
l/</l(l-*>,„)* 

(206) 

Equation (206) provides the net correction factor for the evap
oration rate of drop k. For arrays of multicomponent droplets 
of similar composition, the inclusion of Stefan flow will not 
alter the result for the correction factor as long as Stefan flow 

' is included for both the array and isolated drop analyses (An
namalai and Ryan, 1992); however, if the compositions are 
dissimilar, Stefan flow will affect the correction factor (see 
Appendix A-2). 

(B) Array of Drops of Volatile (A) and Nonvolatile (B) 
Components. In order to compare the results of PSM with 
those from the Method of Images (MOI) (Labowsky, 1980), 
the solution for a three-drop array is obtained using the PSM. 

Consider a three-drop array of radii a\, a2, and a3 mounted 
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Fig. 2(a) Comparison of bispherical and PSM solutions for a single-
component, binary array 
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Fig. 2(6) Comparison of MOI and PSM results for a three-drop single 
component and linear array 
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Fig. 2(c) Comparison of MOI and PSM results for a five-drop, single-
component array 

at the apices of scalene triangle (sides /12, In, and /23 as in Fig. 
1). With 1 r2 — r! I =/12 and lr3-ril =/13 and using Eqs. (20a) 
for components, 

d2(YA,W)2riA2 «3(y/l,iy)3'7J43 

ln(YA,w)l A3(^4,w)l 

a\(YA,w)iriAi a3(.YA,w)3r)A3 

l\2(YAiW)2 l2i(YAtW)2 

ai(YA,w)lVA3 a2(YA,„)2riA2 

In(YAiW)} l2}(YA,w)n 

*Ml = l-

1/12 = 1--

1 / 1 3 = I " 

(21a) 

(2lb) 

(21c) 

Fig. 3 Potential contours around a triangular array: (a) MOI; (o) PSM 

From isolated drop results, (YAiW)t, (YAw)2, and (YAiW)3 can 
be determined (Section 3.1) and the three unknowns t\AU t\A1, 
and i\Ai are solved from the three linear Eqs. (21). 

4 Results 

4.1 Comparison of PSM Results With Exact Methods for 
Single-Component Arrays. Prior to presenting the results for 
multicomponent arrays, a brief summary of results obtained 
for a single-component array is presented in order to determine 
the limitations of PSM. First, the results from PSM for binary 
array are compared with those from the bispherical coordinate 
method (Fig. 2a). The error at point of contact (//a = 2) is 
only 3.7 percent. Second, the results from the PSM are com
pared with those from MOI for three and five-drop arrays 
(Annamalai and Ryan, 1991). Figures 2(b) and 2(c) compare 
the average correction factor and the correction factor for the 
primary drop estimated from MOI for the three and five-drop 
arrays. Figures 3(a) and 3(b) compare the potential contours 
obtained from MOI and PSM. Note that when / /a>5, the 
contours of $= Y,/F,>=1 are almost spherically symmetric 
for a three-drop array (Fig. 3b). This transforms to a number 
density of 4x 105 drops per cm3 for 60 jxm (diameter) drops 
while maximum number densities in the atomization zone are 
of the order of 5000 drops/cm3. Thus, the PSM is reasonable 
within the practical range of sprays considered. Even for closer 
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Table 1 Physical properties of fuels 

PROPERTY 

Density (kg/m3) 

Boiling Point (K) 

Heat of 
Vaporization (kj/kg) 

E [Note 1] 

F 

G 

FUEL 

Heptane (C7H„) 

684 

372 

316 

15.89 [Note 2] 

-2911.32 ' 

-56.4 

Octane (C,H„) 

703 

•399 

300 

15.93 [Note 3] 

-3120.O 

-63.5 

Hexadecane 
(C«HM) 

773 . 

560 

225 

24.66 [Note 4] 

-10660.2 

+54.1 

Note (1): In p„ = E + — 

p„„ mm of Hg; T, K. 

Note (2): Smith and VanNess 

Note (3): Labowsky, 1980 

Note (4): Curve fitted from Weast, 1 < p < 40mm of Hg 

Table 2 Comparison of correction factors obtained by MOI and PSM 

f„ = 5.0, t„ = 3.6, e = 33.7°, T . = 300 K 

DROP 
NO. 

1 

2 

3 

OCTANE MOLE 
FRACTION (LIQ) 

0.20 

0.45 

0.05 

DROP SIZE 
a/a, 

1.0 

1.5 

0.5 

CORRECTION FACTOR^) 

MOI 

0.54 

1.02 

-2.93 

PSM 

0.56 

1.02 

-2.90 

Table 3 Comparison of J; values: similar and dissimilar sized drops 

tn = 5.0, tu = 3.6, 0 = 33.7°, T„ = 300 K 

DROP 
NO. 

1 

2 

1 3 

OCTANE MOLE 
FRACTION (LIQ) 

0.20 

0.45 

0.05 

ARRAY OF 
UNIFORM SIZE 

0.79 

1.03 

-1.98 

ARRAY OF 
DISSIMILAR SIZE 

0.56 

1.02 

-2.90 

spacing one might argue that the results for arrays are for 
nonspherical drops since the potential contours of $ = 1 are 
not spherical at l/a = 2. 

The error for the correction factor of the primary drop (drop 
at center) at closer interdrop spacing increases as more drops 
are included (Fig. 2c). Thus, the PSM is limited in predicting 
the correction factor of primary drop (the center drop) espe
cially for arrays containing more than seven drops (not shown). 
However, the difference between the average correction factors 
obtained from PSM and MOI is not significant even for an 
array consisting of a large number of drops since primary drop 
contributes little to the average evaporation rate. It could be 
concluded from Figs. 2(a), 2(b), 2(c), and 3(a) that the agree
ment between the results obtained from MOI and PSM is 
excellent for l/a up to 2 for binary and three drop single 
component arrays. More comparison of the PSM results with 
those from MOI is given in the next section. 

4.2 Three-Drop Multicomponent Array. Consider drops 
consisting of volatile octane (A) and a nonvolatile component 
(B). The properties of octane are tabulated in Table 1. As 
mentioned before, the drop temperature T„ is assumed and 
PA,sn is calculated from Eq. (21b). The compositions shown 
in Table 2 and Eq. (12a) are then used to evaluatepAiW. Know
ing XA%W from Eq. (116), YA>W is estimated from Eq. (11a) 
and compared with YA<W calculated from Eq. (14Z?). Iteration 
is continued until convergence occurs. With T„ = 300 K, it is 
determined that TwA = 296.1 K, (YA J , = 0.01279, Tw2 = 292.8 
K, (YAiW)2 = 0.0235, rH,,3 = 298.9 K, and ( YAJ3 = 6.003767. 

Table 4 Comparison of ij values: compositionally similar and dissimilar 
drops 

t„ = 5.0, l„ = 3.6, $ = 33.7°, T„ = 300 K 

DROP 
NO. 

1 

2 

3 

a,/a, 

1 

1.5 

0.5 

ARRAY OF UNIFORM 
COMPOSITION 

0.71 

0.79 

0.38 

ARRAY OF DISSIMILAR 
COMPOSITION 

0.56 (20%) 

1.02(45%) 

-2.90(5%) 

Equations (21a), (2\b), and (21c) are then used to solve for 
flA\< VAI, and r)Ai. Table 2 shows a comparison of the results 
between MOI and PSM. The maximum error is 4 percent. The 
negative value for drop 3 implies condensation of vapors. The 
temperature and mass fraction at the location r3 would have 
been 298 K and 0.006 if only drop 2 was present as an isolated 
drop. Thus the presence of drop 3 increased the local tem
perature to 298.9 K and reduced YAyW to 0.004, which implies 
the removal of vapor from location r3. Drop 3 acts as a mass 
sink and a heat source due to higher drop temperature. Drop 
3 had the lowest octane content and it has the lowest equilib
rium vapor mass fraction. Hence the vapors originating from 
1 and 2 diffuse outward and condense on drop 3. Further, 
drop 2 has a correction factor more than unity since it has a 
high octane content and is in close proximity to a mass sink 
and heat source (i.e., drop 3) resulting in an evaporation rate 
greater than the evaporation rate of a similar isolated drop. 
It should be noted that the drop temperatures are unaffected 
by the size of the droplet or by the interactions. For given T„, 
they are only functions of the percentage composition of the 
components. 

In order to separate the size and composition effects on ij 
values, estimates for ij were made for a three-drop array of 
similar sizes and compared with the drop array of dissimilar 
sizes. The results are presented in Table 3. The evaporation 
rate of a drop is proportional to the drop size and hence the 
larger drop has a strong interaction effect (of saturating the 
other drops), as seen in Table 2. 

When drop sizes are made similar, the correction factor for 
the smaller drops (drops 1 and 3) becomes less severe (i.e., 
higher r] values), since the influence of the larger drop has 
decreased. This is consistent with observations for drop arrays 
of single components (Labowsky, 1976). Estimates of r; values 
are also made keeping the drop size and array the same as the 
original array but for a problem of compositionally similar 
drops. These results are summarized in Table 4. It is seen from 
Eqs. (21) that the mass fraction terms disappear when the 
compositions are similar for all the drops in the array. Hence 
the relations for correction factor are exactly the same as those 
for the single-component arrays except that the isolated drop 
evaporation rate of the former must be based on the drop 
having same composition as the array. Thus the third column 
of Table 4 is independent of drop composition and is equally 
valid for drops of single-component arrays. It is seen, from 
Tables 2 and 3, that the change in composition of the drops 
has a stronger effect on the correction factor than the variation 
in size. The effect of interdrop spacing is also considered for 
drops of similar size mounted at the apices of an equilateral 
triangle with composition as listed in Table 3. Figure 4 shows 
the results. As the interdrop spacing is reduced, the conden
sation is enhanced for drop 3 while vaporization is improved 
for drop 2 for l/a<9. However, one may be tempted to con
clude that the closer interdrop spacing of multicomponent 
drops may improve the combined evaporation rate of all the 
drops in the array. Hence it is necessary to define an average 
correction factor as 

(VA.l Wisp,/),! + VA,2miso,Ai2 + l)/l,]ffliio,^,3) , - . , 
17avg = —: — : — : (22) 

\miso,A,\ + fn\sOyA,2 + m\soA,i> 
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0 
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Fig. 4 Correction factors of drops 1, 2, and 3 for a monosized ternary 
array mounted on the apices of an equilateral triangle 

2 4 6 8 10 12 14 16 18 20 

l/a 
Fig. 5 Correction factors of drops 1 and 2 for a monosized binary array 

where m. iso,/l,l is the evaporation rate of species A from an 
isolated drop having the same composition as the drop 1 in 
the array. It is clear from Fig. 4 that the average correction 
factor is always less than one and the interaction is severe as 
the interdrop spacing is used. 

4.3 Binary Array. Experimental data are available for 
binary arrays of drops of dissimilar composition (Xiong et al., 
1984). Hence, results for the correction factor were generated 
for a binary array of drops. Two cases were considered: (/) 
a binary array of drops consisting of volatile and nonvolatile 
components, and (//') a binary array of drops consisting of 
volatile components. 

(/) Binary Array of Drops of Volatile and Nonvolatile 
Components. Two drops of the same size but differing com
position with octane as the volatile component (drop 1, octane: 
80 percent; drop 2, octane: 20 percent) were considered. Using 
the PSM, the expressions for the correction factors of a mono-
sized binary drop array of differing composition can be derived 
from Eq. (20a) as 

VA\: 

17.42 = 

1-
(YA,w)2 a 

(YA,W)X I 

(YAtW)i a 

(YA,„h I 

1 
1 1 

1 I2 

r «2i 
ll~n 

(23«) 

(236) 

l.i 

~5 l.o 

0.9 

^ .002 

8" -.002 

T T T 1 1—' 
Hexadecane 

Heptane 
Vaporizing 

---T^KK&wa* 

Isolated drop analyses yield TwA = 297.7 K, ( YAiyt)x = 0.06032, 
Twa = 290.7 K, and ( YAtW)2 = 0.0285. Using these results in Eqs. 

0 1 2 3 4 5 
t (min) 

Fig. 6 Instantaneous drop diameter squared for the hexadecane drop 
in the heptane-hexadecane array (<*„ = evaporation rate constant; adopted 
from Xiong et al.) 

(23a) and (23b), correction factors were obtained. Figure 5 
plots the correction factor versus 17a for drops 1 and 2. It is 
noted from Eqs. (23) that the correction factor of the array 
of drops of similar composition is exactly the same as the 
correction factor of the array of drops of a single component 
since (YAtW)2= (YAw)x. Figure 5 also compares the results of 
a single component or array of similar composition with those 
of dissimilar composition. 

It is seen that as the l/a ratio is decreased, the correction 
factor of predominantly volatile drops (drop 1) remains ap
proximately the same until l/a reaches about 3. At this point 
the vapor mass fraction at the surface of drop 2 becomes more 
than allowed by the phase equilibrium, resulting in conden
sation. The correction factor becomes more than 1 since the 
lower volatile drop (drop 2) acts as mass sink and heat source. 
Thus, the high volatile core of the spray consisting of a mul-
ticomponent drop {(80 percent) octane} may evaporate faster 
at closer spacing if surrounded by drops of 20 percent octane. 
However, the average evaporation rate will still be lower as 
seen in Fig. 5. It is seen from Figs. 4 and 5 that condensation 
is less severe for a binary drop array than for a three-drop 
array. 

(ii) Binary Array of Drops of Volatile Components. Xiong 
et al. conducted evaporation experiments on a two-drop array 
of (/) high volatile heptane drop (drop 1) and (//) low volatile 
hexadecane drop (drop 2) at an ambient temperature of 24 °C. 
Figure 6 shows that the hexadecane drop had a negative va
porization constant in that the size of hexadecane drop in
creases as result of the condensation of vapors from the heptane 
drop. Hence, drop 2 acts as the mass sink and heat source for 
drop 1, which is at a lower temperature. It is not possible to 
emulate Xiong's experimental conditions since one cannot 
achieve the phase equilibrium in the array under steady state 
unless each drop in the array consists of both components, 
heptane (A) and hexadecane (B). In order to simulate Xiong's 
data, a binary array of drops consisting of 95 percent heptane 
and 5 percent hexadecane (drop 1) and 5 percent heptane and 
95 percent hexadecane (drop 2) is selected. Using the fuel 
properties listed in Table 1, the isolated drop results for Tm 
and Y„ for the two-component system are then obtained. The 
drop temperatures and surface mass fractions are found to be 
as follows: riVil = 278, (YAtW)1 =0.065, T„a = 297 K, and 
(YAtW)i = 0.010. Figure 7 shows the results. Drop 2, being hot
ter, supplies heat to drop 1 and at the same time the requirement 
of phase equilibrium at the surface of drop 2 results in con
densation of heptane vapors on drop 2. Thus, at closer inter
drop spacings, the correction factor for heptane at drop 1 is 
higher than unity, while for drop 2 it is negative, indicating 
condensation accompanied by an increase in diameter. These 
results qualitatively confirm the results shown in Fig. 6. The 
present analysis yields steady-state results, while the experi
mental data are for the transient case where the composition 
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Fig. 7 Correction factor of heptane in drops 1 and 2 for a binary array 
of heptane-hexadecane drops 

and size change with time. Thus parametric results for various 
compositions are generated for a binary array. Figure 8(a) 
shows the correction factor for heptane of drop 1 while Fig. 
8(b) shows the correction factor for heptane of drop 2. Figure 
8(a) clearly shows the increasing severity of interaction with 
increased heptane percentage of drop 2, the severity being 
higher at lower heptane percentage of drop 1. 

Suppose drop 1 has a composition of 95 percent heptane 
and 5 percent hexadecane while drop 2 has a composition of 
5 percent heptane and 95 percent hexadecane. Initially, the 
correction factor is of the order of 1 for drop 1 (Fig. 8a). At 
closer interdrop spacing, the heptane vapor condenses at drop 
2 (Fig. 8b). Thus heptane percentage will be increasing slowly 
for drop 2 accompanied by increase in size while it is being 
depleted at drop 1. As the heptane percentage increases in drop 
2 (Fig. 8b) the partial pressure of heptane increases, the con
densation stops, and subsequently with further increase in hep
tane percentage the correction factor becomes positive. 
Certainly at 10 percent concentration (not shown), evaporation 
occurs at drop 2 with reduction in size. The increased heptane 
percentage for drop 2 increases the severity of interaction at 
drop 1. Thus the correction factor changes at fixed interdrop 
spacing due to change in composition and size, which may 
lead to more deviation in the d2 law compared to the corre
sponding law for a binary array of single components. 

It is of interest to estimate the concentration level of heptane 
in drop 2 beyond which there can be no further condensation, 
or i?̂  2 >0 (see Fig. 8b). Using Fig. 6, the percentage of heptane 
at the time condensation stops is estimated to be 10 percent. 
However, experimental data on I/a are not available and hence 
a quantitative comparison could not be made. Using Eq. (236), 
the critical composition at which ^ 2 ^ 0 is given as 

(YA,„)l/(YAiW)2<(l/a) (24) 
Figure 9 plots (YAi„)i/(YAi„)2 for various mole fractions of 
component A for drop 1, with XAJ<2 as a parameter. 

In order to illustrate the use of Fig. 9, one can consider two 
drops of composition XA,i,i =0.9 and XAJil = 0.1 separated by 
//a = 3.0. Then, using isolated drop analyses, (YAiW)[/ 
(YAiW)2 = 3J. Since (YA,w)i/ (YAt„)2>3.0, the criterion given 
by Eq. (24) is not satisfied. Thus condensation will occur. In 
a transient array problem as condensation proceeds, XAJ%2 and 
hence YAtW<2 will increase as in the case of Xiong's experiment. 
When XAi/t2 = 0.2, at same XAjA = 0.9, condensation will not 
occur, since Eq. (24) is satisfied. It should also be noted that 
the evaporation rate of drop 1 will keep decreasing due to 
decreasing XAi/tl and decreasing size, contributing less vapor 
at drop 2. Since drop 2 has higher heptane content, it will start 
vaporizing again as seen in Fig. 6. It should be mentioned that 
the transient evaporation of a binary array of drops of dis
similar composition is affected both by the changing com-
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Fig. 8 Effect of heptane percentage on the correction factors: (a) drop 
1;(b)drop2 

Fig. 9 Variation of the ratio of surface mass fractions of heptane with 
mole fraction of heptane for a heptane-hexadecane array 

position and size. The QS results given in section 4.2 provide 
the effect of both of these parameters on the evaporation rate. 

It is noted that the nonisothermal conditions selected for 
the present problem involve weak temperature differences. 
This was done mainly in order to: (/) compare the results from 
PSM with the results from method of images (MOI) under 
identical environmental conditions, (//') compare qualitatively 
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with experimental data, and (Hi) use the Laplace equation (or 
the neglect of Stefan flow), which is valid only for slow evap
oration process. However, most practical applications involve 
higher temperature differences during evaporation. Thus Ste
fan flow must be included. While transformation exists for 
single component array for converting governing equations 
with Stefan flow into the Laplace equation (Labowsky, 1978), 
there exists no such procedure for a multicomponent drop 
array. Appendix A.2 presents the transformation for the evap
oration of a multicomponent array of drops, which could be 
used to convert the Stefan flow (SF) problem into an NSF 
(non-Stefan flow) problem. Figures A.l and A.2 in Appendix 
A present results at higher temperatures and also present a 
comparison of results for correction factor with and without 
Stefan flow for a binary array of heptane-hexadecane drops. 
The difference between the two correction factors with and 
without Stefan flows appear to be very small even for free-
stream temperatures as high as 360 K. 

5 Summary 
1 The QS evaporation of a multicomponent drop array has 

been studied using the point source method. The results from 
the PSM are found to be in excellent agreement with those 
from MOI for the three drop array. 

2 Even though the evaporation rates of drops consisting of 
high volatile composition are enhanced at lesser interdrop 
spacing, the average evaporation rate always decreases with 
decrease in interdrop spacing. 

3 The results from the binary array studies agree qualitatively 
with experimental data. It is predicted that as the high vol
atile drop (drop 1) evaporates, condensation occurs on the 
low volatile drop (drop 2). But condensation stops when a 
critical composition is reached at drop 2. Results for the 
critical liquid composition are presented. 

4 The transient evaporation of an array of drop of dissimilar 
composition is affected both by the changing size and com
position. 
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A P P E N D I X 

Stefan Flow Effects on Multicomponent Drop Array 
Evaporation 

A.l Stefan Flow Approximation. The neglect of Stefan 
flow (SF) is justified for a slow evaporation problem or prob
lems where the mass fraction of fuel vapor is much less than 
unity as illustrated below. 

Consider a drop vaporizing in a quiescent atmosphere. The 
average velocity or Stefan flow (SF) velocity or bulk velocity 
v is given as (Williams, 1985) 

pv = pava + pvvv (Al) 

where vv = absolute vapor velocity. Since air does not dissolve 
in liquid 

pv = pvvv 

But the absolute velocity is a sum of bulk velocity v and dif
fusion velocity V. Thus, 

vv=v+Vv (A3) 

where 

Vv=-PDVlnYv (A4) 

Using Eq. (A3) in Eq. (A2) 

(v/Vv) = Yv/(\-Y0) (AS) 

As Yv~0, v—0. It is seen that the SF velocity is very small 
compared to diffusion velocity when Yv is small. Hence the 
convective term in Eq. (16) of the text is neglected in com
parison with the diffusive term. This is true for the pure evap
oration problem at low temperatures as considered in the 
present problem. For the present problem considered in the 
text, YAw~0.Q6, and thus the SF velocity is only 6 percent of 
diffusion velocity. 

A.2 Transformation of Stefan Flow (SF) Problem Into 
Non-Stefan Flow (NSF) Problem. Stefan Flow cannot be 
neglected for the rapid evaporation (strong temperature dif
ference) or combustion problems. Thus a transformation is 
now presented for converting an SF flow problem into a non-
Stefan flow (NSF) problem. Consider the transport equation 
with SF for fuel species A in a single component array of 
drops: 

V>(pyYA-pDVYA)=0 (A6) 

Following the brief procedure outlined by Annamalai and Ryan 
(1992), one can define the evaporation potential $A as 
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$A 
ln[ ( Y A - Y A j ) / ( Y A i 0 , - Y A J ) \ 

(A7) 
\n[(YA^YAj)/(YAtX~YAJ)\ 

One may use Eq. (7) directly in Eq. (6) and show that 

V2*„ = 0 (A8) 

One can show from Eq. (7) that for small values of YA, with 
y/),„ = 0 and YAJ= 1.0, 

which is exactly the same solution obtained for the Laplace 
equation in terms of YA (i.e., NSF problems). 

For multicomponent drops YAj should be replaced by the 
flux fraction of A, which is an unknown. The selection of inert 
species (/) is found to be more suitable for multicomponent 
arrays of drops. Then Eq. (7) for inert species reduces to 

*,=in[y / /y / ,0 j / in[y / ,w /y / i l > ,] (A9) 

Note that the inert species mass fraction at surface of multi-
component drop is dependent upon the composition of drop. 

Similarly for inert species, 

V 2 $ 7 =0 (A10) 

and the Stefan flow is given as 

pv=-pD[\n(YI,00/YI,w)]V<i>l (All) 

Equations (8) and (10) are similar to the conservation equation 
for NSF problem. 

If one adopts Eq. (10) along with transformation presented 
in Eq. (9) one can show that the ratio (YitW)j/(YliW)k, etc., in 
Eq. (20a) of the text becomes ln(YItW)j/ln(YItW)'k for the SF 
problem. When these relations were derived using the evap

oration potentials an interesting result for the correction factor 
of the multicomponent drop was obtained. Instead of obtain
ing the correction factor for component /' in drop k (rnik), the 
correction factor (rik) for the net evaporation rate of the drop 
k for SF problem was obtained: 

i j * = l - E (vjaj\n(YLw)j\/(\lkj\\n(Yhw)k)] (A12) 

This relation can be reduced for the NSF problem by approx
imating [ln Yj>w] as [1 - YIiW] since YltW is close to unity for the 
slow evaporation problem: 

Vk= 1 - E [(n,-fl,-(l - Y,,w)j\/( \lkj\(l - YItW)k)] (A13) 

which is the same as Eq. (20b) of the text. 
For arrays of similar composition, the correction factor (T//A.) 

remains unaffected whether SF is included or not since the YIk 

are the same at all drop surfaces in the array; however, they 
differ for arrays of dissimilar composition since the YIik are 
different at drop surfaces in the array. 

Equations (9), (10), and (11) and the identity YI<k/ 
e,-= {1 - (Yi:W/Y,iX)} are used in order to determine the cor
rection factor for the binary array including the SF effects. 
Figures A.l and A.2 show the comparison of the results for 
the correction factor with and without SF for a binary array 
of drops consisting of 95 percent heptane (A) and 5 percent 
hexadecane (B) (drop 1) and 5 percent heptane and 95 percent 
hexadecane (drop 2). The error due to neglect of SF is negligible 
even for an ambient temperature as high as 360 K. An inter
esting result at T„ = 360 K is the occurrence of minimum in 
the correction factor at 17a = 5 due to the competitive effects 
of condensation of hexadecane vapors at closer interdrop spac
ing, which enhances the evaporation rate and the saturation 
with heptane vapors, which reduces the evaporation rate. 
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Heat Transfer From a Molten 
Phase to an Immersed Coal 
Particle During Dewolatilization 
In several developmental and commercial processes, coal particles come into direct 
contact with a high-temperature molten phase. These processes include molten car
bonate coal gasification and bath smelting for the production of iron. Recently, 
real-time X-ray fluoroscopic images have been published that show volatile matter 
evolving rapidly from coal particles immersed in molten phases, displacing the 
surrounding melt and producing a periodic cycle of formation, rise, and detachment 
of gas cavities. The present work makes use of these observations to develop a model 
of heat transfer from the melt to particles undergoing gas evolution. The model is 
developed for the general case and applied to predict melt-particle heat transfer 
coefficients under conditions relevant to bath smelting processes. The model shows 
that the presence of the gas film can actually increase the overall heat transfer rate 
under certain conditions. 

Introduction 
In several commercial and pilot-scale processes, coal par

ticles come in direct contact with a high-temperature molten 
phase. The molten phase can serve primarily as a heat transfer 
medium, as in the molten-carbonate coal gasification process 
(Hottel and Howard, 1971), or can engage in chemical reactions 
with the coal, as in bath-smelting processes for iron production. 
In the latter process, coal serves the dual function of reducing 
iron ore and supplying heat by partial combustion (Aukrust, 
1988). 

Bath-Smelting Processes. Currently several bath-smelting 
processes are under development that use coal in place of coke 
and have higher rates of iron production per unit volume than 
the conventional technology of the blast furnace (Fruehan et 
al., 1988). In these processes, iron ore concentrate or pellets, 
which may be partially reduced, are injected into an iron-
carbon bath or simply added to the top of the vessel. Coal in 
crushed or lump form is also added at the top of the vessel, 
where it falls through the gas space and enters the molten metal 
or slag phase. Alternatively, entrained pulverized coal can be 
injected with a top lance or bottom tuyeres. The iron ore is 
reduced in the bath, producing the gaseous products CO and 
H2, which are postcombusted with oxygen or air to supply 
heat to the bath. The gases leaving the vessel may be used for 
preheating and prereduction of the ore (Fruehan et al., 1988). 

Coal Devolatilization. In all processes in which coal par
ticles contact and are heated by a high-temperature molten 
phase, the coal decomposes thermally, yielding a variety of 
gaseous products and a carbon-enriched solid char. The evolved 
gas, or volatile matter, is composed of light noncondensable 
gases and relatively high molecular weight substances that con
dense to form liquids at room temperature (tar). The relative 
yields of tar and gas, as well as the total volatile yield, are 
dependent upon coal rank and type (Fletcher, 1989a, 1989b; 
Anthony and Howard, 1976; Gavalas, 1982; Howard, 1981), 
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particle size, heating rate, and final temperature. The rate at 
which devolatilization occurs varies from milliseconds to min
utes and depends on several factors, including temperature, 
particle size, and heat transfer coefficient between the particle 
surface and its surroundings (Fletcher, 1989a, 1989b; Solomon 
et al., 1986; Gibbins-Matham and Kandiyoti, 1988; Freihaut 
et al., 1989). Numerous empirical models of varying degrees 
of complexity have been proposed to describe the devolatili
zation process, see for example Badzioch and Hawksley (1970), 
Kobayashi et al. (1976), and Anthony et al. (1974). Recently, 
detailed models containing a description of the macromolec-
ular structure of the parent coal and the kinetics of bond-
breaking reactions leading to volatile evolution have been suc
cessful in the prediction of temperature and heating rate effects 
on the relative tar/gas yields for coals of various rank (Fletcher 
et al., 1990; Grant et al., 1989; Niksa and Kerstein, 1991; 
Solomon et al., 1988). 

For particles greater than about 1 mm in diameter the rate 
of the devolatilization process is believed to be determined 
largely by the rate of heat transfer to and within the particle 
(Misra and Essenhigh, 1988). There have been several exper
imental (Stubington and Lingewile, 1989; Stubington and Su-
maryono, 1984; Kalson and Briggs, 1985; Gokhale and 
Mahalingam, 1985) and theoretical (Hajaligol et al., 1988; 
Misra and Essenhigh, 1988) investigations of the devolatili
zation kinetics of particles in this size range. The application 
of any of the models or experimental data to a specific process 
requires a knowledge of the heat transfer coefficient between 
the coal particle surface and its environment. 

Devolatilization of Immersed Coal Particles. Sampaio et 
al. (1991) have recently conducted an experimental investi
gation of the devolatilization of 3-15 mm coal particles in 
crucibles of molten slag. X-ray fluoroscopy was used to obtain 
real-time images of the multiphase flow induced by the de
gassing process. In a melt, the rapid release of the gaseous 
volatile matter displaces the molten material surrounding the 
particle, producing a gas cavity separating the particles from 
the molten phase. The gas cavities are observed to grow, rise, 
and detach from the particles in a nearly regular periodic cycle. 
This behavior may be anticipated in other systems as well, 
when the particulate material undergoes sublimation or ther
mal decomposition to gaseous products upon contact with a 
higher temperature melt. The factors governing the rate of 
heat transfer to particles in this environment are not well es-
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tablished. Orsten and Oeters (1988) have briefly treated heat 
transfer to coal particles in molten metal baths for particle 
sizes from 0.05 to 0.8 mm in diameter. Application to other 
processes, including iron production by bath smelting, requires 
information on larger particle sizes, typically 1 to 15 mm. 

In the present article, the salient features of the X-ray fluor
oscopic images of Sampaio et al. (1991) are summarized and, 
based on these observations, a model of the heat transfer from 
the melt to immersed particles undergoing gas evolution is 
developed. The model is first developed for the general case 
and subsequently applied for the prediction of melt-particle 
heat transfer coefficients during coal devolatilization under 
conditions relevant to bath-smelting processes. 

Summary of X-Ray Fluoroscopic Imaging Results 
Only a brief summary of the materials and experimental 

Cavity Formation Detachment 

Fig. 2 Depiction of the devolatilization process for immersed coal par 
tides 

procedures is given below; for a more detailed description, see 
Sampaio et al. (1991). The devolatilization behavior of seven 
coals of varying rank and type were studied in slag phases 
prepared from reagent grade CaO, Si02, A1203, and CaF2. 
The experimental equipment consists of a furnace for pro
duction and containment of molten slag, a system for inserting 
and withdrawing captive coal particles, and an X-ray fluor
oscopic imaging system. A diagram of the furnace and coal 
feeding system is shown in Fig. 1. In each experiment, a single 
coal particle of diameter 3-15 mm was held captive in a wire 
basket on the end of a 0.125 in. diameter, 24 in. length mo
lybdenum rod and lowered into the slag bath. X-rays are prop
agated through the furnace and the transmitted rays are used 
from images recorded in real time on video tape. 

The video images from the X-ray fluoroscopic technique 
provide much information on the devolatilization processes. 
The rapid evolution of volatile products from the coal particles 
is clearly visible. It is not possible, however, to obtain good 
quality still photographs from the video images, even with 
image enhancement. The behavior typically observed is there
fore schematically depicted in Fig. 2. The rapidly evolving gases 
induce significant turbulence in the slag phase and displace the 
molten material surrounding the particle to form a gaseous 
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Fig. 4 Effect of particle diameter and film thickness on overall heat 
transfer coefficient. Valid in a stagnant melt at low devolatilization rates 
and small temperature differences. Physical properties used are listed 
in Table 1. 

cavity that separates the particles from the molten phase. The 
cavity grows as devolatilization proceeds, until a point at which 
some or all of the gaseous contents of the cavity detach from 
the particle to form a free gas bubble that rises in the denser 
surrounding fluid (see the middle panel of Fig. 2). The cavity 
growth and venting form a rapid cycle that is repeated many 
times over the course of the degassing process. This general 
behavior is observed for all coal types and particle sizes, but 
the duration and intensity of devolatilization varies. See Sam-
paio et al. (1991) for measurements of devolatilization times 
for coals of varying rank and type. 

Model Development 
In this section we use the general observations above to 

develop a model that predicts the rate of melt-to-particle heat 
transfer in this system. 

Heat Transfer in Stagnant Media. First we consider heat 
transfer when both the gas film and the melt are stagnant and 
subsequently consider turbulent melts and finite rates of de
volatilization. Both the coal particle and the cavity in the melt 
(with radii Rp and Rc, respectively) are modeled as concentric 
spheres (see Fig. 3). A single cavity size is used that represents 
a mean or effective size over the course of one cycle of cavity 
growth and bubble detachment. In the presence of the gas film, 
the transport of heat from the molten phase to the particle 
surface is accomplished by the parallel mechanisms of con
duction and radiation. At low rates of devolatilization, the 
rate of conduction from the cavity inner surface to the particle 
surface is easily obtained from the energy equation in spherical 
coordinates. The rate of conduction, in the form of a heat 
transfer coefficient, is given by: 

K=-
Qc ks(Rc/Rp) 

Ap{Tcs—Tps) (Rc — Rp) 

As Rc/Rp approaches unity, this expression simplifies to the 
planar solution hc = kg/S, where S = Rc - Rp is the thickness 
of the gas film. The rate of radiative heat transfer from the 
cavity inner surface to the particle surface is a function of the 
temperatures and emissivities of both surfaces (Hottel and 
Sarofim, 1967) and can be expressed in the form of an effective 
heat transfer coefficient valid at very small AT (small Tcs 

TPS): 

hr=- Qr 

An (1 CS 
l/ep 
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Fig. 5 Effect of particle diameter on individual heat transfer coeffi
cients for 0.1 mm gas film thickness. Valid in a stagnant melt at low 
devolatilization rates and small temperature differences. Physical prop
erties used are listed in Table 1. 

This relation provides a useful approximation for moderate 
A7as well, producing, for example, an error of 5 percent for 
Tcs = 1800 K, Tps = 1200 K if the arithmetic average tem
perature is used for T. At large AT, an effective radiative heat 
transfer coefficient can still_be defined as Qr/[AP(TCS - 7^)], 
but is a function of both T and AT. Approximate radiative 
coefficients from Eq. (2) are used to generate Figs. 4-8, as 
they permit a convenient comparison with convective coeffi
cients. The effect of large AT on the global coefficients will 
be considered in a later section. 

Soot clouds have been observed to form around devolatil-
izing coal particles and many affect the radiative exchange 
between the cavity surface and the particle. An estimate of the 
radiative properties of soot clouds at the short path lengths 
considered here indicates that their emissivities are typically 
significantly less than 1. There is, in addition, a finite time 
required for soot formation, which may postpone the ap
pearance of the cloud until late in the growth/venting cycle. 
The potential effect of soot on the radiative transfer coefficient 
was therefore not considered further in this analysis. It is 
expected that this simplification will not greatly affect the 
global coefficients. 

The rate of heat transfer to the particle will, under some 
conditions, be limited by convective/conductive heat transfer 
from the bulk of the molten phase to the surface of the cavity. 
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Fig. 7 The effect of outward radial flow on the conduction heat transfer 
coefficient. Physical properties used are listed in Table 1. 

A melt heat transfer coefficient, h,„, based on the area of the 
cavity, can be defined as: 

Q, 
h,„ = - - = Nu(k„/dc) (3) 

^*c\ * m -* cs) 

where Nu = 2 for a stagnant fluid. A global heat transfer 
coefficient, defined by 

Q, 
h =-

s ~ A <r -T ) 
s^p V 1 m J ps) 

(4) 
^p\± m A ps) 

can be related to the individual coefficients by combining Eqs. 
(l)-(3) and eliminating the unknown intermediate temperature 
Tc to yield 

(5) K = 
1 

(hr+hc) 

(Ap/Ac) 

h„, 

The heat transfer coefficient is seen to depend upon physical 
properties (emissivities and thermal conductivities of the media 
involved), the particle radius, and the thickness of the gas film. 

The simple relationships in Eqs. (l)-(5) are illustrated in Fig. 
4, in which global heat transfer coefficients have been calcu
lated for physical properties typical of ironmaking slags (see 
Table 1). Numerical error in these computations is insignificant 
when considering the accuracy to which many of the relevant 

physical properties are known. The gas film thickness is treated 
as an independent parameter, as the quantitative dependence 
of the film thickness on particle size, rate of devolatilization, 
and properties of the molten phase is not established. 

The heat transfer coefficient varies over three orders of 
magnitude depending on particle size and thickness of the gas 
film. For small particles the coefficient is relatively insensitive 
to the size of the film, as long as the film thickness exceeds 
0.1 mm. For very thin films, however, (or for direct melt/ 
particle contact) the heat transfer is greatly enhanced. For large 
particles, on the other hand, the coefficient is sensitive to 
thickness of the gas film for films larger than 1 mm. It is 
interesting that for particle diameters and film thicknesses both 
above about 10 mm, the rate of heat transfer is greater than 
in the case of direct particle-melt contact. This and other fea
tures of Fig. 4 can be understood by examining the individual 
contributions to the global coefficient, plotted in Figs. 5 and 
6. 

In Figs. 5 and 6, the overall coefficient and the three indi
vidual contributing terms from Eq. (5), hc, hr, and hm(Ac/Ap), 
are plotted as a function of particle diameter with film thickness 
as a parameter. Film thicknesses of 0.1 mm (Fig. 5) and 50 
mm (Fig. 6) are considered. A film thickness of 50 mm is 
primarily relevant to the larger particles, although it may have 
some significance for small particles within bubbles or voids 
caused by factors other than volatile release by the particle. 
In both figures three distinct regimes are apparent; the exact 
boundaries of the regimes are a function of the film thickness. 
Below 1 mm particle diameter, conduction through the gas 
film becomes increasingly important and is the dominant mode 
of heat transfer for the smallest particle sizes considered (0.1 
mm). In the regime from approximately 1 to 10 mm in particle 
diameter, radiation is either dominant or is of equal importance 
with gas phase conduction, depending on film thickness. Above 
about 10 mm particle diameter, the heat transfer from the bulk 
melt to the cavity surface begins to influence the heat transfer. 
For the particles larger than about 20 mm, h,„ (Ac/Ap) is clearly 
smaller than the sum of hr and hc (it is indeed smaller than 
each of these terms individually) and heat transfer resistance 
in the bulk melt determines the overall coefficient. 

It is in this regime that the presence of the gas film enhances 
heat transfer by increasing the cavity size, thus promoting heat 
transfer from the bulk melt to the cavity surface. Although 
the presence of the gas film slows the rate of gas phase con
duction, the global coefficient is not adversely affected, be- . 
cause the sum of conduction and the parallel mechanism of 
radiation is too large to exert any limiting influence on the > 
rate of heat transfer in this regime. The fact that the presence j 
of a gas film can enhance heat transfer compared to direct ? 
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melt-particle contact may seem counterintuitive. The effect can 
be understood by recognizing that the gas film, while being a 
poor conductor, is an excellent transmitter of radiation, al
lowing direct radiative exchange between the particle surface 
and distant fluid elements having temperatures representative 
of the bulk of the melt. 

Heat Transfer at Finite Rates of Devolatilization. In ad
dition to the formation of the gas cavity, devolatilization in
fluences heat transfer in two ways: (1) Conduction to the particle 
is partially suppressed by the outward radial flow of escaping 
volatile matter, and (2) The released gases are heated by the 
melt for the duration of their contact with the particle (before 
detachment). The gas thus removes heat from the cavity surface 
and reduces the cavity surface temperature, thus competing 
with heat transfer to the particle. 

To account for the second effect, we consider the portion 
of the heat flow from the cavity surface that does not reach 
the particle and is carried away by the rising gas bubble, Q„: 

^dv~ ,. *~p\lv * ps) (6) 

where dM/dt is the mass rate of devolatilization and T„ is the 
mean temperature of the volatile matter in the gas bubble upon 
detachment. 

Recognizing that 

Q,= Qc+Qr+Qo (7) 

and eliminating Tcs and the four heat flows from Eqs. (l)-(3), 
(6), and (7), yields the following expression for the global 
coefficient for heat transfer to the particle: 

h.= (8) 

{ (Ap/Ac) t 

(hr + hc) hm Achm(hr + hc) 

where x = {T„ - Tps)/(TCS - Tps), the fractional approach 
of the gas temperature to the cavity surface temperature. To 
use Eq. (8), a value of x must be obtained by computing the 
amount of heat transfer from the cavity surface to the volatile 
bubble during the period of its contact with the particle. No 
attempt will be made here to estimate x- We note, however, 
that the third term in the denominator of Eq. (8) is quite small 
for the turbulent melts that are of ultimate interest in this 
application. 

To account for the effect of the outward radial flow of 
volatile matter on conduction to the particle, the conduction 
heat transfer coefficient hc in Eq. (5) must be replaced by a 
modified coefficient hc._An expression for the corrected coef
ficient for conduction hc can be derived by solving the energy 
equation in the gas film including both conductive and con-
vective terms: 

dT 

dr dr rl dr 

with the boundary conditions: 

T=Tps at r = Rp 

T=Tcsatr = Rc 

In dimensionless form, where L = r/Rp, 9 = (T 
(Tcs - Tps), <£ = pCpVsRp/kg, the equation is: 

(9) 

* 
dL 

d_ 

dL 
T2dQ 
L dL 

Tpi)/ 

(10) 

with the dimensionless boundary conditions: 

9 = 0 a t L = l ; 6 = 1 at L = RC/RP 

The solution to Eq. (10) is 

G = C,exp(-<l?/L) + C2 

where 

1 
C,= 

[ e x p ( - * i V # c ) - e x p ( - $ ) ] 

C2 = -
1 

(11) 

(12) 

(13) 
1 - exp ( - $ ( / ? / * < - D ! 

The rate of heat transfer to the particle by conduction is equal 
to 

dT Qc=^M~jn = W ^ § (14) 
i = i 

or in the form of a conduction heat transfer coefficient hc 

corrected for the outward radial flow: 

,- Qc ks (dQ 
AP(TCS~-Tps) Rp \dL)L= 

* 
~RP j e[*<'-v«c>]_i 

(15) 

(16) 

where * = PCpVsRp/kg = (\/Ap) (dM/dt)CpRp/kg is a func
tion of the rate of release of gaseous volatile matter and is 
sometimes referred to as a rate factor (Bird et al., 1960). The 
ratio of the heat transfer rate in the presence of the radial flow 
to that in a stagnant gas fic/hc is obtained by dividing Eqs. 
(16) and (1) to yield: 

(\-Rp/Rc)$ 
(17) 

where rj can be regarded as a correction factor for heat transfer 
in the presence of high rates of mass transfer. As Rp/Rc — 0, 
Eq. (17) converges to 

(18) 
(e*-D 

which is the familiar expression for the correction factor for 
a sphere immersed in an infinite stagnant fluid (Crowe, 1979). 

Equation (18) is commonly applied to heat transfer from 
gases to devolatilizing coal particles. Predictions of Eqs. (17) 
and (18) can differ greatly, as shown in Fig. 7, where i\ is 
plotted versus $, the rate factor, for various values of Rc/Rp. 

The extent to which the radial flow of volatile matter sup
presses conduction to the particle is a strong function of the 
rate of devolatilization. In order to investigate the importance 
of combined conduction and convection under the conditions 
of interest, a rough estimate is needed of typical devolatili
zation rates at 1400-1550°C. In this temperature range, Orsten 
and Oeters (1988) report devolatilization times of approxi
mately 0.03 s for 100 ixm particles and 0.8 s for 800 jum particles. 
Sampaio et al. (1991) report devolatilization times from 4 to 
23 seconds for particles from 3 to 9 mm in diameter. 

Using the devolatilization times above, and assuming a vol
atile yield of 30 percent by weight, the effects of combined 
conduction and convection in the gas film are calculated and 
the results illustrated in Fig. 8. For films of 0.1 mm thickness, 
devolatilization has no significant effect on the rate of con
duction heat transfer to the particle. The importance of de
volatilization increases as film thickness and particle size 
increase, suppressing conduction to the particle to 20 percent 
of its value in the absence of radial flow for particles of 100 
mm diameter surrounded by 15 mm diameter films. Referring 
to Fig. 8 it is clear, however, that the correction for radial 
flow is important only for the range of particle sizes and film 
thicknesses (large particles and thick films) for which the con
tribution of conduction to the global heat transfer coefficient 
is not great. For this reason, the effect of radial flow on overall 
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heat transfer amounts to only a small correction for the range 
of parameters of interest here, although it can be quite sig
nificant in the general case. 

Application to Conditions Typical of Bath-Smelting 
Processes 

In bath-smelting processes coal particles are often charged 
to the furnace from above, dropping through the gas space, 
impacting on the surface of a foamed slag phase, and being 
dispersing by the turbulent flow within the slag. The location 
of devolatilization (in the gas space, near the slag surface, 
within the slag phase) influences both the thermal efficiency 
in the form of coal usage per ton of hot metal as well as the 
composition of the off-gases (Sampaio et al., 1991). The rate 
of heat transfer to the particles is one of the factors determining 
the location and rate of devolatilization and is needed as a 
building block in a complete model of coal behavior in such 
processes. 

The large gas flow through the slag phase is expected to 
create intense turbulence, whose effect on heat transfer to the 
particles may not be neglected. It is possible to obtain an order-
of-magnitude estimate of the convective heat transfer coeffi
cient for this complex system by using an analogy to heat 
transfer in mechanically mixed systems. Equation (19) repre
sents an engineering correlation for liquid-particle heat trans
fer, developed for mechanically mixed systems and based on 
the rate of mechanical energy input, P/Ms (Oldshue, 1983): 

Table 1 Constants used in numerical examples 

Nu = 2 + 0.47-
dt/3(P/Ms)

W3p 

M 
•Pru (19) 

where dc is the diameter of the vessel. The rate at which me
chanical energy is dissipated in the slag by the rising gas is 
equal to the rate of potential energy change: 

(P/Vs) ~Vg- HsgPs/Vs = | vggpsd - eg) (20) 

where Hs, Vs, and eg are the height, volume, and gas or void 
volume fraction of the foaming slag phase, and ps is the true 
density of the slag. A characteristic height of one-half the slag 
phase height has been taken since much of the gas originates 
within the slag and need not traverse the entire height. For a 
superficial gas velocity of 2 m/s and a gas volume fraction of 
60 percent, the power input is calculated to be 16 kW/m3 slag. 
This rate of energy dissipation is very high compared to in
dustrial mechanically agitated systems (typically 0.3-5 kW/ 
m3, depending on application), indicating the presence of very 
intense turbulence. The slag phase in bath-smelting processes 
is typically subjected to additional stirring by the action of a 
high-velocity jet of oxygen directed onto the bath from above. 
The kinetic energy of the jet will also contribute to the total 
energy dissipation rate, but is not included in this calculation; 
it will be seen to have little influence on the overall coefficients. 
The power input per unit mass of slag, P/Ms (required for use 
of Eq. (19)), can be approximated by: 

(P/Ms)=^ugg (21) 

Nusselt numbers predicted by Eq. (21) range from 2.6 for cavity 
diameters of 0.1 mm, to 190 at 100 mm diameter, indicating 
a convective contribution that is always significant and is dom- • 
inant for larger cavities. 

Using this result, global heat transfer coefficients are com
puted at 1800 K using the physical properties listed in Table 
1, chosen to be typical of slags in bath-smelting processes. The 
slag phase in bath-smelting processes is characterized by high 
gas holdups and is often referred to as a slag foam. When the 
gaseous regions are smaller than the particle dimension, it is 
often appropriate to treat the medium as homogeneous, having 
mixture-average properties. Much of the gas in slag foams, 
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Fig. 9 Overall heat transfer coefficient in turbulent foaming slags: pre
diction for conditions typical of bath-smelting processes. Physical prop
erties and process parameters used are listed in Table 1. 

however, is believed to be present in voids larger than the 
particles due to the very high superficial gas velocities. In this 
situation the use of mixture average properties is inappropriate 
and should be replaced by an averaging procedure, which re
flects the fact that the particles spend a fraction of their time 
in each of two principal environments: (1) the fully dense slag, 
and (2) a large gas void. We have modeled the net rate of heat 
transfer (and thus the effective heat transfer coefficient) as a 
weighted average of independent solutions for the two envi
ronments, with the weighting factors equal to the volume frac
tion of the two phases. The heat transfer coefficient in a large 
void is identical to the coefficients derived above for a gas film 
of infinite thickness. 

Figure 9 presents the predicted heat transfer coefficients in 
a turbulent foaming slag, calculated using the physical prop
erties and process parameters tabulated in Table 1. Turbulent 
convection in the melt enhances the liquid-side heat transfer 
to such an extent that it no longer determines the global coef
ficient at high particle sizes and film thicknesses. The value of 
the global coefficient is quite insensitive to the size of the film, 
provided that the film thickness is at least 0.1 mm. As the 
observed films are much larger (with thicknesses on the order 
of the particle size or greater), it appears that quantitative 
empirical information on the variation of film thickness with 
process parameters is not required. Assuming the presence of 
a stable gas film with diameter greater than 0.1 mm, the range 
of predicted values for the melt/particle heat transfer coeffi
cient is presented as a shaded region in Fig. 9. This prediction 
is felt to lie within the accuracy to which the relevant physical 
properties are known. Should there be film instability under 
some conditions, however, the resulting periodic direct contact 
between melt and particle would raise the heat transfer coef
ficients well above these predicted values. 

In Fig. 10, the effect of finite temperature difference on the 
global coefficient is presented, where the solid and dashed lines 
bracked the range of predicted values assuming film thickness, 
S > 1 mm. The nonlinear nature of thermal radiation results 
in a decrease in hg. with decreasing particle surface temperature., 
The predictions presented in Fig. 10 are suitable for direct use j 
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Fig. 10 Overall heat transfer coefficient in turbulent foaming slags for 
various particle surface temperatures. Predictions are for conditions 
typical of bath-smelting processes. Physical properties and process pa
rameters used are listed in Table 1. 

in comprehensive models of coal behavior in bath-smelting 
processes. 

Conclusions 
X-ray fluoroscopy provides useful images of the behavior 

of coal particles immersed in a molten slag phase. Volatile 
matter evolves rapidly from immersed coal particles, displacing 
the surrounding melt and producing a periodic cycle of for
mation, rise, and detachment of gas cavities. Based on this 
observation, a treatment of heat transfer from the melt to the 
particle is developed. In the general case, either conduction, 
radiation, or melt-side convection may determine the heat 
transfer. Under certain conditions the presence of a gas film 
is shown to actually increase the rate of melt-to-particle heat 
transfer. For stagnant melts with temperatures near 1800 K, 
conduction dominates for particle diameters less than about 1 
mm; radiation dominates for diameters between about 1 and 
20 mm; and melt-side convection dominates for diameters 
above about 20 mm. 

For conditions typical of bath-smelting processes, a useful 
prediction of the overall coefficient is given for particle sizes 
0.1 to 100 mm. The effect of the outward radial flow of volatile 
matter on the overall heat transfer coefficient can be neglected 
under these conditions. Turbulence in the melt eliminates the 
melt-side limitations under these conditions and radiation ef
fectively dominates for particle diameters greater than 1 mm. 
For particles with diameters between 1 and 10 mm, the dom
inance of radiative transfer ensures that the overall rate of 
heat transfer is insensitive to the details of the flow pattern in 
the melt, and that laboratory studies of coal devolatilization 
will be applicable to the very different flow patterns found in 
larger-scale turbulent melts. 
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Effects of Moisture on 
Temperature During Drying of 
Consolidated Porous Materials 
A one-dimensional model for simultaneous heat and moisture transfer in consoli
dated porous materials is solved for homogeneous brick and mortar slabs. It is 
validated by comparing numerically predicted moisture content and temperature 
evolutions with corresponding measured values. It correctly predicts that initially 
saturated slabs at 20° C which are suddenly placed in contact with air at 20°C and 
a relative humidity of 50 percent undergo a rapid transient reduction of their tem
perature down to 13° C due to the evaporation of excess water content. The model 
is used to study the effets of the initial moisture content and convection transfer 
coefficients on the minimum temperature of the slabs and on the duration of the 
transient. 

Introduction 
Porous materials attract and hold water molecules in quan

tities that depend directly on the ambient relative humidity. 
Even at low relative humidities a thin film of liquid is deposited 
on the internal surface of the material. At higher relative hu
midities, some of the pores can be entirely filled with liquid. 
The moisture, in either liquid or vapor form, migrates through 
the porous material as a result of molecular diffusion, gravity, 
capillary action, pressure, and thermal gradients. This move
ment contributes to other heat transfer mechanisms while even
tual phase changes occurring within the material act as heat 
sources or sinks. Thus heat and mass transfer in porous bodies 
are highly coupled. 

The development of an integrated heat and mass transfer 
model began at the end of the 1930s when Henry (1939) studied 
the diffusion of vapor through air within the pores of a solid 
(cotton), which may absorb (or desorb) and immobilize some 
of the diffusing substances. Later, Philip and DeVries (1957) 
proposed a model in which both vapor and liquid fluxes were 
considered and expressed in terms of the volumetric moisture 
content gradient, the temperature gradient, and the gravita
tional contribution. Luikov (1966) was one of the first to state 
that moisture transfer in a porous material results from gra
dients of moisture content, temperature, and pressure. He 
developed a set of equations using Darcy's law and expressing 
conservation of mass for both the moisture and the dry air as 
well as conservation of energy. Whitaker (1977) developed a 
formal theory of drying starting from point equations in each 
phase and obtained volume averaged conservation equations. 
Although his formulation does not differ substantially from 
that of Luikov, it offers, through its averaging procedure, the 
most substantiative justification for the continuum mechanics 
approach to the modeling of heat and mass transfer in porous 
materials. Huang (1979) proposed a model which uses one set 
of equations for the early (funicular) stage of drying, when 
liquid movement due to capillarity is dominant, and a different 
one for the late (pendular) stage when moisture movement is 
mainly occurring through vapor diffusion. Dinulescu and Eck-
ert (1980) presented an analytical solution for the one-dimen
sional moisture migration under temperature and moisture 
content gradients assuming constant transport properties, and 
obtained general relations for the temperature and moisture 
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fields in nondimensional form. Recently, Perre and Degiovanni 
(1990) have obtained the first numerical solution for the two-
dimensional drying of an anisotropic material. 

In this paper we present a transient one-dimensional model 
for undeformable porous materials based on the continuum 
mechanics approach. It is assumed that temperatures are above 
freezing so that water is only present in the liquid and vapor 
phases. The pressure of the gas phase is assumed to be uniform 
and constant throughout the material. Mass fluxes caused pri
marily by capillary forces, in the case of the liquid phase, and 
by diffusion, in the case of the gas, are expressed in terms of 
moisture content and temperature gradients. The equations 
resulting from the conservation principles are solved numer
ically for symmetrical and unsymmetrical ambient conditions 
using experimentally determined suction isotherms and trans
port properties for brick and mortar. The results are validated 
by comparison with measured temperature and moisture con
tent values and the model is used to study the effect of initial 
moisture content and convection transfer coefficients on the 
temperature of such porous slabs during drying. 

Modeling Heat and Mass Transfer 
The situation under study is one-dimensional horizontal heat 

and mass transfer in a homogeneous porous slab of thickness 
L (Fig. 1). It is in contact with ambient air on its two sides at 
x = 0 and x = L. The initial temperature and moisture content 
distributions in the slab are known. At time t = 0, the ambient 
conditions (temperature and/or relative humidity) on one or 
both sides are changed. We want to determine the time evo
lution of the temperature and moisture profiles within the 
material. 

The formulation of the heat and mass transfer phenomena 
within the porous slab is based on the assumption that the 
spatial variation of all dependent variables is continuous. It 
also incorporates the assumption of local thermal equilibrium 
between the three coexisting phases under consideration: the 
solid matrix, the pure liquid (no dissolved gases), and the 
gaseous mixture of vapor and dry air. Furthermore, the dens
ities of the solid matrix and liquid phases as well as the total 
pressure of the gas phase are assumed to be fixed and uniform. 

The conservation equations are derived by performing mass 
and energy balances on an elementary control volume treated 
as a continuum comprising all four components (solid matrix, 
liquid, vapor, and dry air). The resulting expressions are similar 
to those derived by Whitaker (1977). Thus, mass conservation 
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Fig. 1 Schematic representation of the slab, including coordinate sys
tem as well as heat and mass fluxes between slab and ambient air 

for the three mobile components (vapor, liquid, and dry air) 
is expressed by the relation: 

dWj 1 dJj 

~dT~ 
m 

p0 dx M0 

(1) 

A positive value of the source term indicates that vapor is 
condensing. Therefore, the plus sign appears in the equation 
for liquid, the minus in the equation for vapor, while for the 
dry air the source term is zero. In the case of the energy 
conservation, the following assumptions have been used: 
8 viscous dissipation is neglected 
9 the pressure work term for the gaseous components is also 

neglected, and 
• the internal energy of the liquid and solid components is 

identical to their enthalpy, which is a linear function of 
temperature. 

The energy equation is then written as: 

Po-W»jHj)=-[k 
dt 

dT 

dx\ dx Tx ( E ^ ) (2) 

The summations in this expression include the four compo
nents, i.e., the solid, dry air, water vapor, and liquid. The 
conduction term comprises heat transfer through all four com
ponents by an appropriate definition of an equivalent thermal 
conductivity (Perrin and Javelas, 1987). 

The mass fluxes appearing in the conservation equations can 
be caused by the following driving forces: 

1 Total pressure gradient causing movement of both liquid 
and gas. In this work, the total pressure is considered to be 
constant and uniform throughout the porous material, so that 

the corresponding mass fluxes are nonexistent. This simplifi
cation has been used by Philip and DeVries (1957), Dinulescu 
and Eckert (1980), Moyne and Degiovanni 1984), and others. 

2 Capillary forces resulting in liquid movement. The cor
responding flux is expressed using Darcy's equation, assuming 
the flow in the porous material is quasi-steady as do Huang 
(1979) and Whitaker (1977), among others. Thus 

Jcl -Pr 
K,dPc 

/i/ dx 

Since the capillary pressure Pc is a function of the total moisture 
content W (by virtue of the experimentally determined sorption 
isotherm), and since this function depends on the temperature 
T, the flux due to capillary forces can rewritten as 

K,(dPcdW dPcdT\ 
J, ~Pl liAdW dx + dT dx 

= ~Po 
n , dW n , dT 

D""^ + DT'TX 
da) 

3 Concentration gradients. The corresponding diffusion 
fluxes for liquid, vapor, and air are expressed using a modified 
version of Fick's law, which takes into account the resistance 
to diffusion inside the porous body: 

Jc dj~ 
dC; 

Philip and DeVries (1957) indicate that the value jj, which 
according to Crausse and Bacon (1985) depends on W, cannot 
exceed the porosity of the solid material. Since the concentra
tions of the liquid and the vapor are related to the total moisture 
content Wand the temperature T, the corresponding diffusion 
fluxes can be rewritten as 

, _ _ £ D ^ d W dC^ 
Jdw- W»\aw dx+ dT 

dT 

dx 

= -Po D: 
dW „ „ dT 

dx dx 
Ob) 

For the case of the dry air, its concentration is related to its 
own mass content W„ and to the temperature, so that: 

fdQ, 
\dwa 

dw„ dCa dT 

dx + dT 
Wa — — - + — — 

dx 

= ~Po D„ 
dx " dx 

(3c) 

4 Gravity. In this paper, the effect of gravity is neglected 
since we are considering one-dimensional horizontal problems. 

By adding Eqs. (3a) and (3b) we obtain the following expres
sion for the liquid and vapor fluxes: 

N o m e n c l a t u r e 

A = area normal to x direction (m ) Kt = 
C = concentration 
c = specific heat (J •kg"'>K_1) k = 

c* = equivalent specific heat of wet 
material (Eq. (56)) L = 

D = diffusion coefficient M = 
Dm = isothermal mass transfer coeffi- m = 

cient (m2»s~') P = 
DT = nonisothermal mass transfer T = 

coefficient (m2«s_1-K"') t = 
H = enthalpy (J.kg"1) W = 
hc = convection heat transfer coeffi

cient (W«m~2-K_1) w = 
hm = convection mass transfer coeffi

cient (nvs - 1 ) x = 
J = mass flux (kg-s^ 'm - 2) /i 

permeability of liquid through 
the porous solid 
effective thermal conductivity 
(W.n r ' .KT 1 ) 
slab thickness (m) 
mass (kg) 
rate of phase change (kg-s"1) 
pressure (kPa) 
temperature (K or °C) 
time (s) 
total moisture content = vc/ + 
w„ 
mass content of mobile compo
nents; Wj = Mj/M0 

spatial coordinate (m) 

p = mass density (kg»m 
4> = relative humidity 

= viscosity (N-s«m ) 

Subscripts 
a 
c 
i 

J 

I 
0 
s 
V 

w 

0 0 

= dry air 
= defines capillary effect 
= initial conditions in the slab 
= mobile components (dry air, 

liquid, or vapor) 
= liquid 
= dry porous solid 
= surface conditions 
= vapor 
= water (i.e., w indicates either / 

or v) 
= ambient conditions 
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Jw D, 
dW „ dT 

dx dx 
(3d) 

This formulation is identical to that used by DeVries (1958) 
and Luikov (1966), since both fluxes are expressed in terms of 
the same potentials: the total moisture content and the tem
perature. From the above discussion, it is evident that the two 
gradients of Eq. (3c?) take into account both diffusion (which 
is essentially expressed by the terms proportional to D„w and 
DTv) and capillarity (which is essentially expressed by the terms 
proportional to Dmt and Dri). As long as the values of the 
mass transfer coefficients Dmj and DTj are correctly chosen, 
the model will reflect the dominant nature of capillary liquid 
movement during the early stages of drying and the greater 
importance of gaseous diffusion in the later stages of drying. 

The mass flux for the dry air component is given by Eq. 
(3c), since in its case diffusion is the only driving mechanism. 
The expression for this flux is analogous to that adopted by 
Whitaker (1977), who expressed the diffusive components of 
the mass fluxes in terms of the concentration of the corre
sponding species. 

By replacing the expressions for the mass fluxes (Eqs. (3c) 
and (3d)) in the equation of continuity for each of the three 
mobile components we obtain: 

dw„ 
dt = 

dWi 

~dl~' 

d 
~~dx 

d 

~'dx 

dW dT 
Dmv „ +DTu 

dx dx 

dW dT 
Dm,—- + DTI — 

dx dx 

m 

m 

~~Mn 

dwa d 

dt ~ dx 
n dwa dT 
T>ma "7 + DTa — 

dx dx 

(4a) 

(4b) 

(4c) 

The effect of the porous material on the transport of the three 
mobile components is quantified by the values of the mass 
transfer coefficients DmJ, DTj which, according to the previous 
discussion, depend on several properties of the porous mate
rial, such as its permeability to the liquid water, its porosity 
(which determines the maximum value of ^ in Eqs. (3b) and 
(3c)), the form of its suction characteristic, etc. 

For saturated materials, as well as for hygroscopic materials 
and high ambient relative humidities, W; is much larger than 
wv or, equivalently W = wt. Summing up the relations for 
vapor and liquid under these conditions results in: 

dwi 

~dt'~ 
dw, dT 

(Dnw + Dml) — ' + (DTv + DT,) — 
dx dx 

(5a) 

A comparison of Eqs. (4b) and (5a) gives the following expres
sion for the rate of vapor condensation under this condition: 

m d_ 

dx 

d\V/ dT 
Dmn _ +Dn, . 

dx dx 
(5b) 

which, by comparison with Eq. (4a), indicates that the con
ditions w/ > > vf„, is equivalent to the condition of negligible 
vapor accumulation. 

Substituting in the energy relation, Eq. (2), the gradient of 
the mass fluxes from Eq. (1) and neglecting the term E Jj (dHj/ 
dx) (for an estimate of the relative importance of this term, 
see Appendix A) results in the following relation: 

W_l_d_(dT 

dt p0 dx\ dx Mn 
(Hv-H,) 

where 

c =c0 + w,c,+ w„ctt 

(6a) 

(6b) 

In the last expression, the term wacpa, which is small compared 
with the specific heat of the solid matrix, has been neglected. 
As a result of this elimination, the temperature field, the mois
ture content, and the phase change rate can be calculated from 

Eqs. (5a), (5b) and (6o), provided the various material prop
erties are known and appropriate boundary conditions are 
specified. It is therefore not necessary to know the dry air 
transport coefficients appearing in Eq. (4c) in order to calculate 
T and w/. 

This formulation is analogous to the one by DeVries (1958) 
except that in his case mass fluxes and mass conservation are 
expressed in terms of the volumetric moisture concentration. 
Here, mass concentration is preferred, since this variable can 
be determined directly by simply weighing the dry and moist 
material. Furthermore, the present formulation is complete, 
while the one proposed by Luikov (1966) incorporates in the 
energy equation a semi-empirical coefficient for the phase 
change rate which requires additonal assumptions for its de
termination. A comparison between the present formulation 
and the model by Eckert and Faghri (1980) shows that the two 
expressions for liquid conservation (Eq. (5a) in this paper and 
Eq. (9) by Eckert and Faghri) have the exact same relation 
between the independent variables wt and T. On the other hand, 
the energy equation by Eckert and Faghri does not include the 
term proportional to the liquid content gradient resulting from 
the substitution of the condensation rate from Eq. (5b) in Eq. 
(6a). This difference is due to the fact that Eckert and Faghri 
neglect the influence of the total moisture content W on the 
vapor mass content w„. 

Material Properties, Boundary Conditions and Solution 
Procedure 

The materials of interest in this study are brick and mortar. 
Their suction characteristics as well as their heat and mass 
transport properties have been determined and published pre
viously by Perrin and Javelas (1987). Mortar, with a saturation 
moisture content (obtained by prolonged immersion in liquid) 
of about 7 percent, is hygroscopic: At ambient conditions of 
20°C and 90 percent relative humidity, its moisture content is 
about 3.5 percent (or 50 percent of its saturation value). Brick 
has a saturation moisture content of about 13 percent and is 
nonhygroscopic: At ambient conditions of 20°C and 50 percent 
relative humidity, its moisture content is only about 0.5 percent 
(or less than 4 percent of its saturation value). The results 
published by Perrin and Javelas (1987) show that all the trans
port properties (i.e., k, Dmu, Dmh DTv, and DTi) vary consid
erably with W, and to a small extent with T. Thus, for example, 
the effective thermal conductivity for brick is — 1.1 W • m_ 1 

• K"1 for W = 1 percent and ~ 2.0 W • m"1 • KT1 for W 
= 13 percent; the value of the mass transfer coefficient D„,„ 
for mortar decreases monotonically from about 10~9to7»10~ 
m2 s ~' as ^increases from 1 percent to 6 percent. Furthermore, 
the experimentally determined dependence of the mass trans
port coefficients on W reflects, as expected, the relative mag
nitude of the different mass transfer mechanisms at different 
stages of the drying. Thus, for example, for mortar at values 
of moisture content higher than 3 percent, Dml is two order 
of magnitudes larger than D,„„, which is consistent with the 
fact that capillary movement of the liquid dominates the early 
stages of drying. On the other hand, for W < 1 percent, Dm„ 
is at least an order of magnitude larger than Dmh which is 
consistent with the fact that vapor diffusion is more important 
in the late stages of drying. Thus, it is not necessary to have 
• a different model for each drying stage, as proposed by Huang 
(1979). This approach, using a unique formulation for the 
entire drying process, has been adopted in several recent pub
lications, such as those by Perre and Degiovanni (1990) and 
Ferguson and Lewis (1991). 

For the present study, the effect of W on the heat and mass 
transfer coefficients appearing in Eqs. (5a), (5b), and (6a) has 
been taken into account using best fit polynomials to express 
their dependence on W while the effect of T on these coeffi
cients has been neglected. On the other hand, the effect of 
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temperature on the specific heat capacities and the enthalpy 
of evaporation has been accounted for. 

The solution can only be obtained numerically because Eqs. 
(5a), (5b), and (6a) are highly coupled and nonlinear. For this 
purpose, the solid slab is discretized using n nodes. The first 
node is on the surface at x = 0, the last on the surface at x 
= L. Thus Ax = L/(n - 1). Calculations have been performed 
with L = 0.20 m for both n = 9 and n = 17. For each one 
of the interior nodes, the following comments apply: 
• the appropriate expression for M0 in Eqs. (5b) and (6a) is 

p0A ' Ax; 
e m represents the rate of evaporation within the volume A 

• Ax; 
• T and W « vc/ are the temperature and moisture content at 

the node under consideration; 
« the time derivatives (left-hand side of Eqs. (5a) and (6a)) at 

any internal node p are evaluated by using backward dif
ferences; 

9 the coefficients c* and (Hu - H/) in Eq. (6a) are evaluated 
at the node under consideration with the conditions pre
vailing at the beginning of each timestep; 

• the spatial derivatives on the right-hand side of Eqs. (5a), 
(5b), and (6a) are expressed using the conditions prevailing 
at the end of each timestep, while the corresponding heat 
and mass transfer coefficients are evaluated at the average 
conditions between adjoining nodes at the beginning of each 
timestep. 
This procedure leads to three algebraic equations for each 

of the (n - 2) internal nodes corresponding to the three con
servation Eqs. (5a), (5b), and (6a). When the expression for 
the rate of phase change is replaced in the energy equation, 
the algebraic equations for any internal node p take the fol
lowing form: 

apTp^l + bpWp.]+cpTp + dpWp + epTp+]+fpWp+i=gp (la) 

afip-1 + KWP- i + CPTP + dPWP + ei>TP+1 +f'pWP+1 = 8P (lb) 
The first expresses conservation of the water in both vapor 
and liquid phases, while the second expresses energy conser
vation. The coefficients ap, ap, . . . and the constants gp, gp 

depend on the heat and mass transport coefficients (i.e., on 
the hygrothermal state at the beginning of the timestep), on 
the timestep At, and on the distance Ax between the nodes. 
The implicit approach used in this part does not impose any 
stability condition on the numerical solution. 

The boundary conditions, i.e., the corresponding equations 
for nodes 1 (at x = 0) and n (at x = L) are obtained by taking 
into account the mass and energy accumulation term, which 
for these nodes is associated with the volume A • A x/2 (see 
Fig. 1). This is an improvement over many other studies such 
as those by Huang (1979) and by Chen and Whitaker (1986), 
who neglect energy and mass accumulation within the volume 
associated with the surface nodes and therefore express the 
boundary conditions in a steady state form (without time de
rivatives). For our purposes, the conservation equations for 
node 1 at x = 0, consistent with the simplifications used in 
the paper and with the spatial discretization approach intro
duced earlier, are: 
9 Conservation of the vapor component states that the dif

ference between the mass flux from the ambient air to the 
surface, AJ„ = Ahm (pvm - pv\), minus the vapor flux from 
node 1 to node 2 

AJV 
1 - 2 

-Ap0 D„ 
Wx-W2 7-,-Ti 

- + JJTv Ax Ax 

is equal to the rate of phase change at the surface node (this 
quantity is representative of conditions in the volume A • 
A x/2 which in the discretization process gets replaced by 
conditions at node 1). This principle leads to the following 
equation: 

~~7 = hm(puo,-Pvl)+Po D„ 
Ax 

+ D-T 
Ax 

(8a) 

The mass transport coefficients in this equation are evaluated 
at the average conditions between nodes 1 and 2. 

Conservation of H 2 0 (vapor and liquid phases) states that 
the difference between the mass flux from the ambient air 
to the surface, AJ„ = Ahm(p„„ - pv]), minus the water 
flux from node 1 to node 2 

A3 = 
1-2 

-Ap0 (Dmv + Dmi) 
Wx-W2 

Ax 

+ (DTv + DTI) 
T, - T, 

Ax 

is equal to the rate of water accumulation in the volume 
associated with the surface node. This accumulation is: 

d(Ml + M„) dM, 

dt dt 
= M, 

dW, 
dt '' 

Mn 
dW 

dt 

The mass M0 is the mass of the porous solid associated with 
the surface node, i.e., M0 = p0A • A x/2. Combination of 
these expressions leads to the following equation: 

AxdW 

2 dt~ 
h,„ (pva,- P„\ ) 

Po 
+ (D,m + Dml) 

W\-W2 

Ax 

+ (Dn + Drl) 
Ax 

(8b) 

The mass transport coefficients in this equation are again 
evaluated at the average conditions between nodes 1 and 2. 

• Conservation of energy states that convective heat addition 
from the ambient air to the surface, expressed by hcA (T„ 
- Tt), minus conductive heat transfer from node 1 to node 
2, plus the heat generated by evaporation at node 1, is equal 
to the rate of energy accumulation within the volume re
placed by node 1. In accordance with previous simplifica
tions, this accumulation term is 

dT , dT 
(M0c0 + M,c,) — = M0c — 

where the mass of the solid corresponding to the volume 
replaced by node 1 is M0 = p0 A • A x/2. Combination of 
these relations leads to: 

Ax *3T , - r ' - r 2 
2 dt Ax 

+ ̂ (HV-H,) (8c) 

where m/A is given by Eq. (8a) and the effective conductivity 
is evaluated at the average conditions between nodes 1 and 2. 
For a simple heat transfer problem (i.e., for m = 0) Eq. (8c) 
reduces to the relation found in many textbooks (Holman, 
1986). 

The corresponding equations for node n (at x = L) are 
obtained in the same manner. All the space derivatives and 
the coefficients on the right-hand side of Eqs. (8a), (8b), (8c) 
are evaluated at the beginning of each successive timestep. The 
time derivatives on the left-hand side of Eqs. (8b) and (8c) are 
evaluated using forward differences. This explicit formulation 
of the boundary conditions results in two stability criteria 
which relate the permissible combinations of timestep At and 
node distance Ax. These criteria are: 

(Ax)^ k ,hcAx. Dn(Hu-H,) , Dmv ltr W, 
- . . 2: jH jr+ ; H T \tlv — Ji/) — 
2At p0c p0c c c Ti 

(9a) 

(Ax)2 h„,Ax p„i. Tx 

~TZ7- -^7+(Dmv + Dm,)+(DTv + Dmi) —• (9b) 
2At p0 W\ W\ 
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When dealing with simple heat transfer problems (i.e.,for h,„ 
= 0 and Dj = 0) the second criterion is trivial (At > 0) while 
the first reduces to the well known form involving the Fourier 
and Biot numbers (Incropera and DeWitt, 1985). In our nu
merical procedure, these criteria are applied at the beginning 
of each timestep for both surfaces (i.e., at x = 0 and x = L) 
in order to evaluate the acceptable time increment A? for the 
prevailing conditions. This At varies throughout the solution. 
For illustration purposes, a representative estimate of At is 
calculated in Appendix B for average conditions. 

The expression of the external vapor flux in Eq. (8a) intro
duces a certain complexity, since vapor density at the surface 
of the porous material has not been used to express moisture 
movement within the material (cf. Eqs. (5a), (5b), and (6a). 
This complexity arises with most models treating convective 
boundary conditions. It is eliminated by replacing the vapor 
density at the surface by the product of the corresponding 
saturated vapor density (which depends only on the surface 
temperature Ts) and the local relative humidity (which de
pends, by virtue of the experimental moisture content isotherm 
of the material, on Ts and wfa). Additional information nec
essary to complete the model includes: 
9 the convective coefficient of heat transfer, which can be 

calculated from appropriate correlations, and 
9 the convective mass transfer coefficient, which must be de

termined experimentally or estimated from the heat and mass 
transfer analogy; for natural convection on a vertical sur
face, the latter gives h,„ ~ 10"3 hc (see Appendix B). 

The formulation is now complete. The system of algebraic 
Eqs. (la), (lb) can be solved from any fixed initial conditions, 
w, (x,0), T(x,0),m(x,0) for given ambient conditions TK(t), 
0M U) using the boundary conditions expressed by Eqs. (8a), 
(86), (8c) and the specified properties. The calculation algo
rithm is described in Appendix C. Certain calculations were 
performed with two different grids to ensure that numerical 
results were independent of the number of nodes and in each 
case the timestep was evaluated from the stability criteria ex
pressed by Eqs. (9a), (9b). 

Time (106 s e c . ) 

Fig. 2 Evolution of moisture content near the warm surface (x = 0.875 
L) of the mortar slab 

Model Validation and Analysis of Results 

The numerical solution has been obtained for several dif
ferent conditions for brick and mortar slabs of thickness L = 
20 cm. In the results presented here, the slab is considered to 
be initially in hydrothermal equilibrium and at time t = 0 a 
sudden change of one or both of the ambient properties Tm, 
0a, is imposed on one or both surfaces of the slab. The results 
presented include comparisons with measured values and il
lustrate the influence of mass transfer and phase changes on 
the temperature profiles, and their evolution, within the slab. 
Calculations have also been performed using Luikov's model 
by setting the semi-empirical coefficient for the phase change 
rate equal to Dmtt/(Dml + Dmu); in all cases, the results cal
culated with the two models were essentially identical. 

Unsymmetrical Conditions for Both T„ and $„. Perrin 
(1985) has measured the temperature and moisture content 
evolution for slabs of uniform initial conditions T-, = 20°C, 
W-, = 0.07 which were suddenly put in contact with cold humid 
air at Tm = 5°C, <j>„ = 80 percent on one side (x = 0) and 
with warm, dry air at T„ = 23°C, </>«, = 45 percent on the 
other side (x = L). Calculations were performed for this case 
to validate the model. The average convective coefficients cor
responding to the experimental conditions (Perrin, 1985) were 
used for this purpose. They are: 

« hc = 40 W7m2K, h,„ = 0.00095 m/s on the cold side (x = 
0 ) 

9 hc = 20 W/m2K, hm = 0.00095 m/s on the warm side (x 
= L). 

Time (106 s e c . ) 

Fig. 3 Evolution of moisture content near the cold surface (x = 0.125 
L) of the mortar slab 

Rate of phase chanpc (g.s-'.m3) ai I =0 

x = 0 

x = 20 cm 

A 

•0.451 

•0.304 

B 

-0.451 

-0.721 

Time <10J sec.) 

Fig. 4 Evolution of phase change rate at the surfaces of the mortar 
slab 

The results calculated with these parameters are given by 
the curves identified by the letter A in Figs. 2, 3, and 4. 

Figures 2 and 3 compare the measured and calculated ev
olutions of moisture content near the warm (x = 0.875 L) 
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and cold (x = 0.125 L) surfaces of the mortar slab. Similar 
results were obtained for brick slabs. In view of the fact than 
the uncertainty in measured values of Dml + D„w and DTI + 
Dn a r e a s high as 60 percent and 115 percent, respectively 
(Perrin, 1985), the agreement between calculated and measured 
values is respectable. In fact, the agreement between curves A 
and the measured values is better on the cold side (Fig. 3) than 
on the warm side (Fig. 2). It was therefore decided to evaluate 
the effect of changing the convective coefficients on the warm 
side (x = L) and to thus test the sensitivity of the results on 
the corresponding values of hc, h,„. To achieve this objective, 
results were recalculated using the same values for hc, h„, on 
the cold side (x = 0) and the following new values for the 
warm side (x = L): 
« hc = 45 W/m2K and h,„ = 0.00225 m/s. 

The calculated results corresponding to this new set of con
vective coefficients are identified by the letter B in Figs. 2, 3, 
and 4. A comparison of curves A and B with the measured 
values in Figs. 2 and 3, indicates that the effect on W of more 
than doubling these convective coefficients is smaller than the 
spread AW of successive experimental points. Thus, although 
results calculated with set A are somewhat closer to measured 
values at the beginning of the transient while later on the 
calculated results with set B are better and it would have been 
easy to recalculate the moisture profiles using temperature and/ 
or moisture dependent convective coefficients, this exercise 
would not contribute any further understanding to the physics 
of the phenomena under study. We furthermore conclude that 
the average values of hc, h,„, determined by Perrin (set A) as 
representative of the experimental conditions must have con
siderable uncertainty since these coefficients have relatively 
little influence on the time evolution of the moisture content. 

By comparing the results of Figs. 2 and 3, it is noted that 
the moisture content difference between the two faces of the 
slab is, for the present conditions, quite small. Mass fluxes 
due to the moisture content gradient are therefore expected to 
be small. Furthermore, since DT is several orders of magnitudes 
smaller than Dm for both materials under consideration, the 
total moisture flux is expected to be small (cf. Eq. (3d)). This 
explains why, as indicated by Figs. 2 and 3, the time required 
to achieve the equilibrium moisture content is very long (ap
proximately 4 x 106 seconds or 46 days). On the other hand, 
temperature evolutions not reproduced here show that equi
librium temperatures are achieved after only five to six hours. 

The results of Figs. 2 and 3 further indicate that, as expected, 
higher values of the convective coefficients result in a quicker 
drying of the material. This is achieved by an important in
crease in the evaporation rate on the warm side: Indeed, as 
shown in Fig. 4, the evaporation rate at x - L obtained with 
set B is approximately 2.5 times higher than the rate calculated 
with set A during the first hour of the transient. At x = 0, 
the evaporation rate is essentially the same for both sets A and 
B since the convective transfer coefficients on the cold side are 
the same. Within the slab (0 < x < L) the evaporation rate 
is uniformly zero for the specified conditions. 

It is interesting to note in Fig. 4 that the evaporation rate 
calculated with set A is initially greater on the cold side (x = 
0). This is due to the fact that at / = 0 the evaporation rate 
is equal to Jx only (cf. Eq. (8a)) and that the corresponding 
density difference between the ambience and the surface is 
larger on the cold side. For t > 0 the term Ja in Eq. (8a) 
remains dominant since, as noted earlier, the gradient of mois
ture content is small and DTv is very small. However, since the 
temperature of the slab responds very quickly to the ambient 
conditions while the moisture content of the surfaces (and, 
therefore, the corresponding relative humidity) is very slow to 
adjust, the density difference in Eq. (8a) follows the evolution 
of the temperature: Thus, after approximately 300 seconds the 
evaporation rate from the warm surface becomes more im
portant than that from the cold side. 

Fig. 5 Evolution of moisture content .'or the brick slab with constant 
symmetrical ambient conditions 

Symmetrical Conditions With T„ = T,. In this part we 
study the cooling of a slab due to drying. We consider brick 
slabs with a high initial moisture content (W,• = 13 percent) 
at Tj « 20°C. At time t = 0 they are placed in contact with 
ambient air at T » 20°C and 4> ~ 50 percent. Experiments 
were carried out for this part by using a cylindrical brick sample 
having a length of 0.20 m and a diameter of 0.06 m; its cy
lindrical surface was sealed using an epoxy sealant and ther
mally insulated. It was instrumented using ten thermocouples 
(six on the axis at x = 0.0, 0.025, 0.075, 0.10,0.15, and 0.20 
m, and four on the cylindrical surface at x = 0.025, 0.075, 
0.10 and 0.15 m). The weight of the sample was measured 
after drying in an oven for 48 hours and after immersion in 
20°C water for another 48 hours. The sample was then placed 
in a test chamber in which temperature was maintained at (20 
± 0.5)°C and relative humidity at (0.5 ± 0.05) percent. Tem
perature readings were then registered for two to three days. 
At the end of this period the sample was weighed once again. 
For the conditions in the test chamber the heat transfer con
vective coefficient on the exposed vertical circular surfaces was 
estimated to be hc « 15 W/m2 K and therefore, by applying 
the similarity principle from Appendix B, hm « 0.015 m/s. 
The model was used to calculate the hydrothermal transient 
within the brick slab for these conditions. 

Figure 5 shows the evolution of calculated moisture content 
for brick slabs. As expected, the spatial distribution is sym
metrical about the slab's midplane. At the two surfaces, equi
librium is reached after approximately 22 hours (0.8 x 105 

seconds). The slope changes of the curve representing the mois
ture content evolution on the surfaces occur at the conditions 
for which the experimental equilibrium moisture content iso
therm of brick exhibits similar slope changes. Everywhere 
within the slab, the moisture content tends towards the same 
asymptotic value, since the ambient conditions are symmet
rical. This asymptotic value is the equilibrium moisture content 
for brick in contact with air at T„ = 20°C, 4>x = 50 percent. 
However, the drying takes a very long time, since moisture 
movement within the slab is extremely slow, as indicated by 
the fact that after 44 hours (1.58 x 105 seconds) the moisture 
content at the centerplane is still closer to the initial than to 
the final condition. Weighing of the slab after 43.8 hours 
yielded a moisture content of 8.4 percent which is somewhat 
higher than the corresponding calculated average value shown 
on Fig. 5. This discrepancy is attributed to the difficulty of 
correctly estimating the convective transfer coefficients pre
vailing during the experiments. 

Figure 6 indicates that phase changes are significant only at 
the surfaces, where liquid evaporates at an initially high but 
rapidly decreasing rate. The fact that the evaporation rate 
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Fig. 6 Evolution of phase change rate for the brick slab with constant 
symmetrical ambient conditions 

becomes negligible from the exact moment that the corre
sponding liquid content reaches its equilibrium value (cf. Fig. 
4) should be particularly noted. 

Figure 7 presents the calculated and measured evolutions of 
temperature within the brick slab. Calculated results are pre
sented for three different sets of values for the convective 
coefficient hc, hm. They show that although the ambient tem
perature is fixed at 20°C, the slab temperature decreases to 
approximately 13.2°C. This cooling down of the slab is due 
to the evaporation process which acts as a heat sink. Since 
evaporation takes place only at the surfaces, the surface tem
perature decreases faster. It subsequently drives down the tem
perature within the slab by conduction. Throughout this 
cooling-down period, the temperature within the slab increases 
with distance from the surface and is essentially independent 
of the value assigned to the convective heat transfer coefficient. 
As time increases, the evaporation rate decreases and heat 
convection from the ambient air to the surface increases. An 
equilibrium is eventually achieved between convective heat gains 
and heat supplied for evaporation and the temperature of the 
slab becomes uniform and stays constant for a period which 
depends entirely on the value of the convective transfer coef
ficient: Lower values of hc correspond to longer periods of 
constant uniform slab temperatures. During the next and final 
phase the slab starts heating up: The calculated temperature 
of the surface is now higher than that of interior points which 
are heated by conduction. As t — oc, the temperature through
out the slab tends asymptotically to the equilibrium value of 
20°C. This phenomenological description is supported by both 
calculated and measured values, in particular during the cool
ing-down phase for which quantitative agreement is also quite 
good. The measured and calculated results are, however, dif
ferent on two counts: 
• During the constant temperature phase, measured surface 

temperatures are approximately 0.5°C higher than the cal
culated value, while at the centerplane this difference is 
almost 1.5°C. In fact, measured temperatures at the cen
terplane remain higher than those of the surface until ap
proximately t = 1.5 x 105 seconds, contrary to the 
predictions of the model. This discrepancy is likely due to 
two-dimensional effects occurring in the experimental setup. 

8 According to the measurements, the warming of the slab 
proceeds at a much slower rate than that predicted by the 
model. Thus, the calculated results indicate that the tem
perature increases by about 6°C within approximately 8.5 
hours while the measured temperature increase is less than 
4°C in about 20 hours. This discrepancy is likely due to the 
fact that calculations were performed with constant values 
for the convective coefficients while it is expected that hc 
must vary as 7̂  - Ta and hm as p„s - pvm. This is an area 
where further research is needed but, in view of the results 
of Fig. 7, it is believed that variable convective coefficients 
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Fig. 7 Comparison of calculated and measured temperature evolutions 
for the brick slab 

will not affect significantly the results for the cooling down 
phase and will definitely slow down the rate of temperature 
increase. The agreement between numerical and experimen
tal values is therefore expected to improve by using variable 
convective coefficients. 

Discussion of Drying Process With T„ = Tt. The minimum 
temperature of approximately 13.2 °C attained during the evap
orative cooling shown in Fig. 7 is very close to the wet bulb 
temperature for the prevailing ambient conditions (T^ = 20 °C, 
</>„ = 50 percent). This observation indicates that during the 
first two phases (cooling-down and constant uniform temper
ature) and for the conditions of the figure, the phenomena 
taking place are similar to those occurring during the adiabatic 
saturation process in which an air-vapor mixture is in contact 
with a pool of water. This analogy is substantiated by the 
observation (cf. Fig. 5) that during these two initial phases the 
liquid content at the surface exceeds the equilibrium value 
corresponding to the ambient conditions: This excess liquid 
corresponds to the water in the pool of the adiabatic saturation 
process. During these two phases, the mass transfer from the 
slab to the ambiance is not hindered by the presence of the 
solid matrix containing the water and the drying rate, measured 
by the slope of the average liquid content curve in Fig. 5, is 
fairly high: It is determined mainly by the value of h,„. But 
from the moment the surface liquid content reaches its equi
librium condition and the corresponding evaporation rate be
comes negligible (cf. Fig. 6), the drying rate decreases 
noticeably. From that moment on, the mass transfer from the 
slab to the ambiance is controlled by the water flux reaching 
the surface from within the slab: During this phase, therefore, 
it is determined mainly by the values of DT and Dm. 

Another point of interest regarding this evaporative cooling 
process can be deduced from the above description of the 
phenomenon. It regards the influence of the initial excess mois
ture content (i.e., the difference between W,- and the equilib
rium value corresponding to the ambient conditions) on the 
duration of the constant uniform temperature phase. For fixed 
convective transfer coefficients and fixed ambient conditions, 
a decrease of W, will shorten the time necessary for the surface 
to attain the equilibrium moisture content. Since from then 
on the evaporation rate becomes negligible and the surface 
temperature starts increasing, the duration of the first two 
phases of the temperature transient must decrease under these 
conditions. In fact, we can anticipate that if W-, is quite close 
to the equilibrium moisture content corresponding to the fixed 
ambient conditions, the constant uniform temperature phase 
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Fig. 8 Effect of initial moisture content on the temperature evolution 
of the brick slab 

may not occur at all. In other words, the equilibrium moisture 
content may be reached at the surface before the temperature 
reaches its minimum value. Figure 8 illustrates this situation. 
For Wj = 13 percent, the calculated duration of the constant 
uniform temperature phase is approximately 13.9 hours (0.5 
x 105 seconds), while for W,• = 10 percent it is only 1.4 hours 
(0.05 X 105 seconds). For W-, = 7 percent and W-, = 4 percent 
the constant uniform temperature phase does not exist: The 
corresponding minimum temperatures at the surface and at 
the centerplane are, respectively, 13.4/13.6°Cand 13.9/15.5°C. 

Conclusion 
The simple, two-variable model for coupled heat and mois

ture transfer in consolidated porous materials is a fairly ac
curate tool for predicting transient temperature and water 
content profiles. The agreement between calculated and meas
ured results provides an indirect validation of the heat and 
mass transfer coefficients for brick and mortar published ear
lier (Perrin and Javelas, 1987). The model has been used to 
study the effect of initial water content and convection transfer 
coefficients on the evaporative cooling of wet homogeneous 
slabs initially in thermal equilibrium with the ambient atmos
phere: For relatively large differences between the initial and 
equilibrium moisture content, the slab undergoes a rapid tem
perature decrease followed by a period of constant uniform 
temperature (which is approximately equal to the wet bulb 
temperature corresponding to the ambient conditions) and fi
nally returns to the atmospheric temperature. This behavior 
cannot be predicted by addressing the thermal problem alone, 
which does not allow for temperature variations within the 
slab. 
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A P P E N D I X A 
Concerning the elimination of the term L Jj(dHj/dx) in the 

energy equation, it should first be pointed out that Luikov 
(1966, p. 239) and recently Degiovanni and Moyne (1987) have 
provided evidence that they are small compared to the con
ductive or evaporation terms. The following argument illus
trates this fact by considering a steady-state one-dimensional 
situation of a slab submitted to conditions Tit W\ at x = 0 
and T2, W2 at x = L. 

Equation {5b), expressing mass conservation for the vapor, 
with Eq. (3d) becomes 

M0 \ p0J 

which integrated from x = 0 to x = L, gives 

Equation (5a), expressing mass conservation for the liquid and 
vapor phases, with Eq. (3d) leads, when integrated from x = 
0 to x = L, to the following condition: 

/„ + // = const = /H2O (b) 

Finally, Eq. (3c), expressing mass conservation for the dry air, 
when integrated from x = 0 to x = L leads to: 

Ja,x=Ja,x = 0 = COnSt = Ja (c) 

The complete form of the energy equation, obtained by com
bining Eq. (2) with Eq. (1), for the steady state under consid
eration is 
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s('?)+«-£<"'-""-""SH 
The last term, which Luikov calls the convective term, will be 
shown to be small compared to the two others. Integrating 
this relation from x = 0 to x = L by considering that Hv -
Hi varies very little with x (which is valid for small temperature 
gradients) and using Eq. (a), we obtain 

x=L 
dT 

dx 
+ (Hv — Hi) (J0tX=o- JV,.X=L) 

-LJjCjT\x
xZo+ TcjdJj = 0 

dT 

dx 
- JH20Ci (T2-Ti)- J„ca (T2-Tx) 

+ JuUHv-H,)+(cv-cl)(Ti-T)] 
x = 0 

- Jtt[(Hu-H,) + (.cu-c,)iT2-T)] 
x=L 

where T is a temperature between T, and T2 such that 

T( c,dJi + c„dJv + cadJa) = T( c,J, + c„/„ + caJa) 

Since Hv - H, = 2450 kJ/kg, c, « 4.18 kJ/kg, c„ « 1.87 kJ/ 
kg and the temperature differences for the applications under 
consideration are ~ 10°C, it follows_that the terms I (c„ -
Ci)(T{ - T) I and I (c„ - c,) ( r 2 - 7) I are less than about 
1 percent of the heat of evaporation (H„ - Ht). They can 
therefore be neglected. With this simplification, the integrated 
energy equation becomes 

x=L 

- JH2QC/ {T2-TI)~ Jac„ (T2-Ti) 
dx 

j r=0 
Jv )(Hv-Hl)=0 

The last term corresponds to the source term in Eq. (6a). The 
two terms proportional to the water and dry air fluxes are, 
according to Eq. (c) and Eq. (3c?) 

J\i20- ~ Po(Dmv + D,„i) 
dW 

dx 
-p0(Dn + DTI) 

dT 

dx 

Ja= -poD„, 
dW 

dx 
-pJDj 

dT 

dx 

Since for brick k 
-12 „ 2 „ - l 

1.5 Wm"'K" p0 « 1900 kg/m3, D„ = 
^ - 12 2 „ - l l O - ' W s - ' I T 1 andZ>r„ = DTa « 1 0 " 1 2 m 2 s _ 1 KT1 while 

c, = 4.18 kJ/kg and T2 - Tx = 20°C it follows that the term 
p0(DTv + DT/ + DTa) c,(T2- Tt) dT/dx\x=0 is less than 0.1 
percent of k dT/dx\x=0. The same is true for mortar for which 
k « 2.2 W n T ' W n T ' KT1, Po = 2050 kg/m3, DTl « 1013 m2 

s"1 K"1 and Dn = DTa « 0.5 - 10"12 m2 s^1 K"1. 
Finally we compare the conductive term at x = L with the 

convective terms proportional to the moisture content gradient 
at x = 0. This comparison is delicate since it involves different 
driving forces evaluated at different positions. However, an 
order of magnitude approximation for the problems under 
consideration gives an indication of the relative importance of 
these terms. Thus, the conductive term can be estimated as 
follows for brick: 

dT 

dx 

Tx\ 
d.5 

W 20K 

mK 0.2 m 
= 150 WnT 

The corresponding value for mortar is 220 Wm 2. Similarly, 
to estimate the convective term for brick for which Dml « 
10" 

W, 
', A, 
I W 
1 ' " ma 

p0(LDmj)ci\T2~Tl\ 

Wm 

dW 

dx 

10 n r s . we note that I W2 

= 0.12. Therefore 

^p0{Y,Dmj)c,\T2-Tx\ 
W-,- W, 

<2000 
kg 

10" 

For the mortar since D„ 
Wm w 

8 Hi 
S 

= 10 
J « 

J 0.12 
4180 20K —-— = 0.9 

kgK 0.2 m 
W 

m 
D = D = 101() 

0.07, the corresponding con-

-l 

m s~ and 
vective term is ~ 0.6 W/m2. Thus for both materials, this 
convective term is less than 0.5 percent of the conductive term. 
We have therefore demonstrated that for the materials, slab 
dimensions and temperature differences under consideration 
the term E Jj(dHj/dx) is negligible compared to the conductive 
and source terms. 

A P P E N D I X B 

For the calculation of a representative estimate of the 
timestep satisfying the two stability criteria (Eqs. (9a) and 
(9b)), we assume a slab thickness L = 20 cm and use 9 nodes. 
Thus Ax = L/(n - 1) = 0.025. 

Assuming heat and mass transfer from the vertical surfaces 
of the slab are by natural convection, we have 

and by analogy 

Nu = C(Gr«Pr)0 

Sh = C(Gr.Sc)° 

Taking the ratio of these expressions we find 

ha 
h,„ 

•(PaCpa) 

and using properties for air at 20°C we obtain hc ~ 1000 h,„. 
For the present illustration, we use hc = 10 W/m2K and, 
therefore, hm = 0.01 m/s. 

For brick with p0 = 1900 kg/m3, W = 0.1, T = 293 K, k 
= 1.8 W/mK, c0 = 920 J/kgK, Hv - H, = 2450 kJ/kg, Dm, 
= 10~8 m2/s, DTI = DT„ = 10"12 nrVsK and D„m = \Q'n 

m2/s, we obtain from the first criterion At < 387 s and from 
the second At < 8254 s. 

For mortar with p0 = 2050 kg/m3, W = 0.05, T = 293 K, 
k = 2.2 W/mK, c0 = 935 j/kgK, Hv - H, = 2450 kJ/kg, 

- 1 2 m 2 / D, ml 10~cmVs, DT, 10 
13 m2/sK, DTu 0.5 • 10" 

sK and D„ 10 m / s , we obtain from the first criterion 
At < 299 s and from the second At < 5388 s. 

A P P E N D I X C 

The calculation algorithm involves the following steps: 
1 Choose number of nodes n, calculate Ax = L/{n - I)-
2 Starting with the initial conditions within the material 

evaluate the transport coefficients k, Dmo, DTv, Dmh DTt from 
the corresponding experimental results at average conditions 
between adjoining nodes. 

3 Evaluate the four limiting values of At by applying the 
two stability conditions (Eqs. (9a), (9b)) at each of the two 
surface nodes (at x = 0 and x = L). The timestep actually 
used for calculations is, for security, 90 percent of the smallest 
of these four limiting values. At this step it is necessary to 
introduce appropriate values of the convective transfer coef
ficients hc and hm which can be either constant for the entire 
simulation period, or time dependent through appropriate cor-
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relations such as those identified in Appendix B for natural 
convection. 

4 Using the experimental dependence of the capillary pres
sure Pc on the moisture constant W and Kelvin's relation be
tween Pcand relative humidity (f> = p„/psat, wherepsat = f(T), 

equations expressing mass and energy conservation (Eqs. (7a) 
and {7b)) for nodes 2 and n - 1. The resulting equations 
together with the corresponding expressions for nodes 3 to (n 
- 2) constitute a system of 2(n - 2) linear algebraic equations 
of the form: 

c2 

ci 
«3 

al 

d2 

di 
h 
bi 

e2 

e2' 

c3 

ci 

h 
fi 
d, 

di 
a4 

al 

e3 

e3 

* 4 

bl 

h 
fi 
C4 

cl 
dA 

dl 
64 

el 

an-i 

On-2 

u 
fl 

bn-2 

K-2 

C„~2 

Cn-2 

a„-\ 

d„~2 e„-2 fn~i 

d„-2 en-2 fn-2 

bn~\ Cn-\ dn_\ 

bn~\ cn_\ dn-\ 

evaluate the initial vapor density p„ at each surface and the 
corresponding mass flux from Eq. (8a). 

5 Using the conservation equations for the surface nodes 
and the imposed ambient conditions T„, (/>„, T&, 4>L (which 
do not correspond to the initial conditions within the material 
and drive the phenomena under investigation) evaluate the 
initial rate of phase change from Eq. (8a), the new temperature 
from Eq. (8c), and the new moisture content from Eq. (8b), 
for each of the two surface nodes (1 and n). 

6 The new surface conditions (temperature and moisture 
content at nodes 1 and ri) are then substituted in the algebraic 

r n i 
w\ 
T\ 

w\ 
Tl 
w\ 

TN-2 

Wl
N-2 

TN-\ 

W ^ - i 

__. 

' g2~a2T\-b2W\ 
gi-aiT\-b{W\ 
ft 

a 
g4 

gn-2 

g,'t-2 

g„-i-e„-, Tl„-f„-,!¥„ 
S n - l " en~-l T —f , W 

1 n Jn~\Yy i 

All the missing terms in the matrix of coefficients are zero. 
This system is solved using the subroutine for solving block 
tridiagonal systems proposed by Anderson et al. (1984, pp. 
552-557). 

7 The resulting new values of temperature and moisture 
content for each of the internal nodes is then used to evaluate 
the corresponding rate of phase change from Eq. (5b). 

8 The new values of T and W at each of the n nodes con
stitute the initial conditions for the next timestep. 

Steps 2 through 8 are repeated as many times as deemed 
necessary. 
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Steam Injection Into a Slow Water 
Flow Through Porous Media 
Steam injection into a slow water flow (Darcy flow) was studied analytically for 
steady-state conditions. The continuity, momentum, and energy equations for both 
water flow and steam flow were solvedsubject to interface conditions. The governing 
equations were transformed using stream function and velocity potential coordinates 
to simplify the calculation domain. The resulting energy equation was converted to 
a simultaneous ordinary differential equation by an integral method. The unknown 
steam-water interface shape and location were determined through an optimization 
process. Temperature distribution on the water side, local condensation rate along 
the interface, water and steam flow fields and pressure distribution were found 
numerically. Comparison with experimental measurements showed that the average 
steam zone size could be fairly well predicted only when dispersion effects were 
incorporated into a modified thermal conductivity model. 

Introduction 
Steam injection is a process wherein live steam is injected 

into subcooled water by an external driving force. In such a 
process, steam condenses by direct contact with the subcooled 
water, usually resulting in rapid oscillations induced by con
tinuous formation and violent collapse of bubbles at the tip 
of the injecting nozzle; see Lee and Chung (1979). If steam 
injection occurs in porous media, the physical process changes 
dramatically. The porous media limit the heat transfer away 
from the steam-cold water interface causing the condensation 
process to be relatively slow. A steam bubble develops around 
the injector that either grows or becomes steady with time 
depending on heat removal at the interface and pressure 
buildup. Chung and Catton (1990) have shown theoretically 
that if there is no forced water flow against the expanding 
steam bubble, the interface will grow without limit until tem
perature and pressure are eventually uniform. In some steam 
injection applications such as thermal recovery of oil, the ad
vance of the interface and pressure buildup on the liquid side 
are the prime concern. The interface advance is controlled 
mainly by two parameters: condensation rate at the interface 
and pressure balance across the interface. 

The steam-water interface is well defined and stays quiescent 
for low water flow rates, low steam injection rates, and low 
permeability media. Depending on the injection rate, water 
flow rate, and water subcooling, steam bubbles close to ellipses 
in shape develop around the injection pipe. The size and shape 
are strongly dependent on these parameters, see Fig. 1. The 
bubble floats upward when gravity effects are stronger than 
flow resistance. As the water flow rate increases, the bubble 
shifts downward, changing its shape dramatically. 

The transport processes are mutually coupled through in
terface mass and energy conservation and do not permit easy 
solutions. The main difficulty for analysis is that the interface 
location is not known and must be found as a part of the 
solution. Heat and mass transfer problems of similar types can 
be found in many applications. Siegel (1983) formulated a 
Cauchy problem to analyze phase change problems in castings. 
He used a transformation from the physical domain to the 
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stream function and velocity potential domain to determine 
the unknown interface location analytically. Yortsos and Gav-
alas (1982) solved the heat transfer problem ahead of the mov
ing boundary for steam injection into porous media in 
conjunction with thermal oil recovery. A similar transfor
mation to that used by Siegel is employed in this study to solve 
the energy equation. As in Yortsos's solution, the steam-water 
interface will be treated as a line instead of a two-phase band, 

The solution developed in this work will reveal the temper
ature field, local condensation rate along the interface, steam 
pressure, water pressure, water flow field, and steam flow field 
along with the shape and size of the bubble. The bubble size 
and location are of engineering interest because they will de
termine whether or not a bubble can be contained in a given 
size of channel for specified operating conditions. Among many 
potential applications, the results may be useful for geothermal 
problems, chemical plants, underground environmental de
contamination, and nuclear safety assessment. The most im
portant contribution of this work is the clear demonstration 
that dispersion must be included for all porous media char
acteristics and at all steam and water flow conditions. 

Governing Equations 

Assumptions. The following assumptions have been made 
to idealize the solution procedure: 

1 Processes are steady state. 
2 Darcy's law is valid for water flow. 

outward 
push 

(a)wi!hout forced flow (b)wi(h forced flow 

Fig. 1 Typical bubbles in porous media 
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3 The steam-water interface is a line whose thickness is 
negligible. 

4 Steam temperature is uniform. 
5 Dispersion effects at the interface can be represented by 

a modified thermal conductivity. 
The first assumption is valid below values of the steam 

injection rate where oscillatory bubble interface behavior is 
limited. The second assumption, see Bear (1988), is valid when 
the Reynolds number based on the particle diameter and su
perficial velocity is less than some critical value, ranging from 
1 to 10. The third assumption is based on experimental ob
servation. The fourth assumption avoids the use of a steam 
energy equation. The fifth allows the effective thermal con
ductivity, see Georgiadis (1987), to be expressed as 

Ke=K0 + BpiCpi lU/l (1) 

The stagnant media conductivity is obtained from the parallel 
model 

-€Ki+(l-e)Ks (2) 

Georgiadis (1987) suggested that the constant B in Eq. (1) be 
taken as 0.43. Based on these assumptions, the equations in 
the following paragraphs result. 

Water Flow. The governing equations for single-phase flow 
through porous media are conservation of mass, momentum 
(Darcy's Law), and energy, 

V«u, = 0 (3) 

VP/ + ^ u , - p , g = 0 

dTi BT, 
Ui—+v,—= V-a/VT/ 

dx by 

(4) 

(5) 

Steam Flow. Similar equations for steam flow are the con
servation of mass and momentum equations, 

V u , = 0 (6) 

where 

VP ,= 

k = -

k m 
us + psg 

eldn 
71. rn 150(1 -eY 1.75(1 -e) 

(7) 

(8) 

Interface Conditions. At the interface, mass and energy 
conservation require 

PiUi>n = psus-n (9) 

- « / V T > n = -KsVTs-n + pihfgUi>n (10) 

and temperature and pressure matching yield 

T,= TS=TSM (11) 

Ps = P, + Pc(o,dp) (12) 

Solution of the Energy Equation 

Coordinate Transform. A coordinate transformation from 
the physical domain into the stream function and velocity 
potential domain is made to simplify the calculational domain 
and decouple the momentum equation from the energy equa
tion. A velocity potential is defined by 

i= iPigy + Pi) (13) 

and the stream function, ip, is taken to have its usual meaning, 
then the continuity equation and the momentum equation are 
combined to yield two Laplace equations 

V2</> = 0, V2\p = 0 (14) 

Since <j>, $ are analytic functions of x, y, thex, y are conjugate 
harmonic functions of <p, ip and the momentum equation can 
be expressed as two Laplace equations, 

d2x d2x d2y 
,-r , = 0, —% + -^5=0 (15) 

d<t>2 dip2 ' d<f>2 dip2 K ' 
Transformation of the energy equation and boundary con

ditions is accomplished using the Cauchy-Riemann conditions 
and chain rules. The result is scaled with 

T '=-
T,-T, 

f: 'A\P 
(16) 

TM-T- " A f " A f 
where A\p is half the volume flow rate of the condensed steam 
per unit depth of the channel, 

A* = i f ' 07) 
2 tp, 

The transformed energy equation becomes 

dT 
d » dT^_ _d_ „ dT 

d<l> d<j) dip dip 
TTT a TTST (18) 

N o m e n c l a t u r e 

a0 = average steam bubble diame
ter, m 

B = dispersion parameter, Eq. (1) 
b = injector displacement from 

center of bubble 
Cp = specific heat, J/kg K 
dp = particle diameter, m 
e = ellipticity defined by Eq. (77) 
g = acceleration due to gravity, 

rnVs 
hg = steam enthalpy, J/kg 

hj-g = latent heat, J/kg 
K = parameter defined by Eq. (76) 
k = permeability, m2 

m = bed passability, m 
m = mass flow rate, kg/s 
n = outward normal unit vector 
P = perimeter of steam zone, m 
P = pressure, Pa 

AP, = P, - P0, Pa 

Re = Reynolds number 
Ste = Stefan number 

t = channel thickness, m 
T = water temperature, K 

ATW = water subcooling, K 
AT; = steam superheating, K 
u, v = velocity, m/s 

U = inlet water superficial velocity, 
m/s 

Vb = outlet water superficial veloc
ity, m/s 

W = channel width, m 
a = thermal diffusivity, m2/s 
7 = parameter defined by Eq. (78) 
5 = thermal boundary layer thick

ness 
e = porosity 
K = thermal conductivity, W/m K 
fi = viscosity, Ns/m2 

v = kinematic viscosity, m2/s 

p = density, kg/m 
4> = velocity potential, m / s 

m2/s ip = 
a = 

Ai/- = 

stream function, 
surface tension 
half the condensed steam flow 
rate, m2/s 

Superscripts 
— = effective 

* = nondimensional quantities 

Subscripts 
c = capillary 

D = dispersion 
g - vapor 
; = inlet 

/, / = liquid phase 
o = outlet 

sat = saturation 
s = steam 
w = water 
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—fe»-

P 

This equation is valid except where u) + v) 0. 
The normalized interface temperature condition is 

T* = l (19) 

and the interface energy conservation expression becomes 
dT* 1 dT* 

Y(4>*) dip* 
PiCp/A\p h •ft 1 

KI CPi(Tsat-Ti) 

where Ste is the Stefan number defined by 
Stea* 

p . *-pl ( * sat ~ 1 i) 

and 

* ' (*) = 

(20) 

(21) 

(22) 

The above equation and boundary conditions are a Cauchy 
problem with two boundary conditions imposed at an unknown 
boundary location. 

Approximate Solution. The transformed energy equation 
is simplified by noting that the streamwise diffusion term is 
very small compared to the cross-stream diffusion term. This 
was shown by Chung (1990) using an order of magnitude 
analysis similar to what is done for boundary layer flow. Drop
ping the streamwise diffusion term yields a parabolic partial 
differential equation. The interface is then transformed to a 
straight line with 

yielding 

p{<i>*^*) = <j>* 

dp dq dq 

(23) 

(24) 

0.8 

h-
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Fig. 3 Temperature solution found by numerical solution 

subject to the boundary condition 

T*(p,0)=l (25) 

Since dT* /dp = 0 along the interface, conservation of energy 
along the interface becomes 

dT* 1 g'(p) 
__0 <x*Ste I+g'(p)2 

(26) 

The original problem has been transformed to forced con
vection over a flat plate with blowing (see Fig. 2) and slip at 
the wall. Figure 3 shows a temperature distribution for constant 
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properties found by use of a Crank-Nicholson scheme. The 
similarity in temperature profiles for various locations and 
thermal diffusivities enables one to use a profile method. An 
integrodifferential equation derived by integrating Eq.(25) from 
the wall to infinity using Leibnitz's rule is 

d ^p) dT 
T*(p,q)dq=-g'(p)-a* dp dq 

(27) 

with Eq. (26) as an auxiliary condition resulting from the 
boundary condition and d(p) is the thermal boundary layer 
thickness. A temperature profile that compared well with nu
merical results and satisfied T* (p, 0) = 1 was chosen from 
the several shown in Fig. 3 (see Eq. (31)). 

Evaluating the integral and the partial derivative at the wall 
yields a system of first-order ordinary differential equations, 

dl_10 

dp 3 

g'(p) 

— - J ? + -
2 a 

5 

2a*Ste 

l+g'(pf 

(28) 

(29) 

with initial conditions 

5(0) = 0 

g(0) = 0, 0 < £ ( / ? ) < l (30) 

These equations are easily solved by conventional numerical 
schemes such as a fourth-order Runge-Kut ta method. 

Downstream Temperature. T e m p e r a t u r e d is t r ibut ion 
downstream of the steam bubble can be found by solving Eq . 
(24) subject to the following initial and boundary conditions: 

no, ,>,-,(£) «(£)'-(£' o.) 
dT'tf, 0) 

= 0 (32) 

T\4>*, ±oo) = 0 (33) 

where 5C is the thermal boundary layer thickness at the bo t tom 
(downstream end) of the bubble. 

Solut ion of the M o m e n t u m Equat ions 

The transformed energy equation is uncoupled from the 
momentum equation except for dispersion effects. The solution 
to the energy equation yields the temperature distribution on 
the water side and local heat flux along the s team-water in
terface in terms of the stream function-velocity potential co
ordinates. The mapping of the calculation domain (</>, \j/) into 
the physical domain (x, y) is still unknown. The transformed 
momentum equations and steam momentum equation must be 
solved to obtain the geometric mapping. Rescaling the inde
pendent variables with 

\p .-, U 
v A</>/2 A 0 / 2 

yields the momentum equations, 

U--
A 0 / 2 

d^+d^~0, a ^ 2 + ^ 2 

(34) 

(35) 

To help with boundary conditions, the solution is decomposed 
into two parts 

x=xp + x0, y=yp+yQ (36) 

where x0, y0 are the solution for water flow without a steam 
bubble, 

1 7 
X0 = -Q^, y0-- uv (37) 

and the xp, yp are the differences caused by the steam bubble. 

Usually, A</> » At//, so that the interface can be idealized as 
a stream line as far as the momentum equations are concerned. 

Formal Solution. Since x and y are related through the 
Cauchy-Riemann condit ions, it is sufficient to solve just one 
partial differential equation, y is found to be more convenient. 
The formal solution given by separation of variables is 

I oo 

0 

\A(k)cosk$ + B(k)s\r&<l>\zos\skQ>-^dk (38) 

Taking the partial derivative 

oyP 

d>p 
tf = 0 

A(k)cosk(l> + B(k)smk<t>]smhktodk (39) 

and imposing the boundary condition at the bot tom with 

, -1<4><1 (40) 
ay/ 

<P = o 

yields the solution 

yP *(0 
cosh£(V' ~ 4>o) 

_ i u0 ksinhk\j/Q 
cosk(4>-t)dkdt (41) 

Differentiating with respect to <J> to remove the singularity 
yields 

oyP 1 sinh{7r(f-j>)/fo))$(0fifr 

3</> 2\p0 J - i cosh(7r ( t -4>)/^o}+ cos{ir(\p-\l/o)/^o 

Imposing the remaining condition 

dyp__ dyi4>) , 1 
y=yi(4>) = 

d(p dj> +U 

(42) 

as ^ ~ 0 + (43) 

yields an integral equation 

d4> U 

1 r + [ smh{ir(t-$)/M>S>(t)dt 

2^o J -1 c o s h J 7 r ( / - 0 ) / i A o l - l 

The leading behavior of the kernel is 

smh{Tr(t-4>)/M 2$ 0 1 

c o s h ( 7 r ( ? - 0 ) / $ o ! - 1 IT t—( 
•0 (45) 

Isolating the singular behavior by adding and subtracting the 
leading term yields a singular integral equation of the first kind 

I f + 1 $(t)dt f 

IT J _ ! t — 4> J _ i 
K(j>, t)$(t)dt = h{4>), Kd><l 

where 

and 

K®, t) = 
IT s inh [7 r ( / -^ ) / i / ' o 

2 ^ 0 cosh j IT ( t - 4>)/ipo 1 

™-%-h 

1 t-

(46) 

(47) 

(48) 

A constraint condition required for the singular integral equa
tions can be found through the Cauchy-Riemann condition 

K ' dip d4> d<j> 
(49) 

Physically, the bubble must be closed at the bot tom, i.e., 

f *</>*=$ + i 
§^=*ii!=o 

i d(j> 
(50) 

Once * has been found by solving the integral equation, x 
can be evaluated through a similar process. Starting from the 
formal solution, imposing the boundary condition at the bot-
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torn, using the Cauchy-Riemann condition and the definition 
of $, yields xp, 

xp{4>, w) = ~ J tan 
T T ( ? - 0 ) TT$ - J/0) 

tanh —r^ tan 
2\//0 2\f/0 

with the interface location given by 

4<£, ^)=x0 + xp = 

7T J „ i 
tan 

-i 30 

1 

3(£-0) aw-iw 
tanh —r^— tan 

§(t)dt 

(51) 

(52) 

2 ^ 0 2i^0 

$(t)dt (53) 

The solution of the momentum equation is summarized by 

y(j>, w)=y0+yP = -

__L f+1 

27T J _ , 

u 
In 

ir(t—<t>) ir\p 
c o s h —~ + cos -~— 

Wo Wo 

${t)dt (54) 

Steam Flow. The steam momentum and continuity equa
tions are now combined to yield a second-order elliptic partial 
differential equation. Defining 

*=Ps + Psg(y0-y)-Po 
(55) 

where APS is the reference pressure drop corresponding to the 
pressure difference between the injector and bubble head. Tak
ing the divergence of the steam momentum equation, Eq. (7), 
and combining with the continuity equation, Eq. (6), yields 

V *2P*S -WV*V>V *P*S = 0 

where 

K = l u J , W- Ps 
m 

(56) 

(57) 
to + Bly 
k m 

Here V * denotes the gradient in terms of the nondimensional 
coordinates. The calculational domain for steam flow is not 
regular because the steam bubble can take any shape and the 
injector location is not fixed. An algebraic grid generation 
scheme was used to overcome the difficulties of irregular ge
ometry. 

The following pair of coordinate transforms: 

Hr.e)': 
r-r0 >r(Z,r,)=(n(r))-r0)t + r0 (58) 

(59) 

are used to transform the steam momentum equation to 

dr* 3d 
3 £ V , 1 ffl y f i ± 2 d!jd2Ps 

+ *2\ 3fl I n/-2 + *2 d r r l dd d^dr, 

1 d2P*s 

V 2 dr,2 + #•* 3r*)dr*+r*2d82 

W3Vd{)dPs WdVdPs n , , „ , 
—*> i — — - * , L = 0 (60) 

r*2 dd 36) d£ r2 36 drj K ' 
subject to boundary conditions 

3P* „ * 

(61) 

(62) 

With the definition of velocity potential, Eq. (13), and non-
dimensional steam pressure, Eq. (56), the remaining boundary 
condition at the interface (interface pressure condition) can be 
found if the relationship between y and </> is known along the 
interface. 

Interface Location 
The singular integral equation can be solved only if the 

forcing function is known or assumed. Once $ is known by 
solving the integral equation, the interface location can be 
determined and the steam momentum equation can be solved. 
The interface mass conservation condition, however, has not 
yet been satisfied. The whole problem can be regarded as an 
optimization process in the sense that the unknowns are de
termined in such a way that they satisfy an objective function 
as closely as possible. In this case, the unknowns are $ and 
the injector steam pressure, P0. The objective function is mass 
conservation at the interface. 

Interface Mass Conservation. The expression for interface 
mass conservation, Eq. (9), is rewritten using 

dx dy 1 3w 
u / « n = -u— + v—- = — I — 

ds ds ds\3X
dX+Yy

dy) = -^s 

where s is parallel to the interface. The result is 

_P[djP 

Ps ds 

_Pl<ty_ 

psd<j> 
d$_ 

ds 
,, , , Pid$ 

Ps ds 

(63) 

(64) 

Solution Procedure. The objective function to be mini
mized is defined as 

u s .n + g ' ( 4 > ) ^ ds 
Ps ds 

(65) 

The term us • n is obtained as part of the solution of the steam 
momentum equation and g' (</>) is found from the solution of 
the water energy equation. The last term is found by solution 
of the water momentum equations, i.e., 

d$_ 
ds 

1 1 

ds dx 

~d~4> 

dy 

d<t> 

2 

Av 

(66) 

U+* 
dyi 
d$ 

Note that dy/d4> is the forcing function of the singular integral 
equation. 

The solution algorithm can be summarized as follows: 
1 Assume a and solve Eqs. (28) and (29). 
2 A s s u m e y ,(<£). 
3 Solve the singular integral equation to find $(</>), Eqs. 

(46)-(49). 
4 Evaluate */(#) = {*, $(t)dt. 
5 E v a l u a t e r0Q>), d((j>) a t t h e i n t e r f a c e f r o m x,W>), J/OM-
6 Evaluate IW/1 (6) using solutions to the liquid momentum 

equations along the interface to update dispersion ef
fects. 

7 Calculate P,(0), Eq. (4), and mjff) = g'(4>(B)), solutions 
to Eqs. (28) and (29), at the interface. 

8 With r0(8) and P,(6) at the interface, solve the steam 
momentum equation and evaluate ms{6) = psus • n. 

9 Update J>,(<M0)) using a minimization algorithm to min
imize the error e = \-\[ms(t) - mw(t)]2dt then repeat 
steps (3)-(8) until convergence is achieved. 
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Special Case 
Solutions to the energy equation and momentum equations 

are easily obtained for certain classes of operating conditions. 
One such case is of special interest: constant forcing function 
and zero kernel. 

Constant Forcing Function and Zero Kernel. The singular 
integral equation admits a closed-form solution for the case 
where the kernel is zero and the interface shape is found to 
be an ellipse. The kernel approaches zero as the channel width 
approaches infinity and the forcing function is constant when 
y{ depends linearly on <j>, 

yi=C4> + C, (67) 

where C, C{ are constants. The solution of the singular integral 
equation is given by 

l \ l - £ , C0 
* ( * ) = C + - (68) 

Applying the constraint condition given by Eq. (50) yields C0 

C„=-C-l, (69) 1_ 
U 

From Eq. (51) it is found that 

i!,-H) M 
Xi&) = 

VT î H ^ r (70) 

Combining Eqs. (67) and (70) yields the interface equation 

* ^ ^ ^ - ' (71) 
Kc-\/u) \ c " l 

This is an ellipse whose interface becomes a circle when 

c=-c-1-
u 

>c= ~2U 
(72) 

Results and Discussion 

Experiments by Chung (1990) revealed that the interface 
shapes are indeed very close to ellipses. For practical purposes, 
the constant forcing function assumption is expected to be a 
good approximation. This assumption has a distinct advantage 
for computational economy. The number of parameters in an 
optimization process is directly related to the amount of arith
metic. In this study, a partial differential equation (steam mo
mentum equation) and a system of ordinary differential 
equations are solved each time the objective function is eval
uated. The evaluation of the gradient by finite difference re
quires the same number of additional evaluations of the 
objective function as parameters to be optimized. Minimizing 
the number of parameters is critical for calculation economy. 
For the constant forcing function case, the number of param
eters is three: the steam injector pressure and the two constants 
in Eq. (67). 

The effect of a nonzero kernel is worth studying because 
three-parameter optimization is still possible even for nonzero 
kernel cases if the interface is not far from elliptic. The kernel 
of the singular integral equation, Eq. (47), reflects the effects 
of the bounding walls. The parameter 4/a determines how strong 
the effect of the kernel is on the solution. For the constant 
forcing function cases 

$0 = 
i>o wu w 

A</>/2 2Ua 2a 
(73) 

The singular integral equation was solved numerically using 
Chebyshev polynomials (Erdogan and Gupta, 1972) to inves
tigate the effect of the kernel. Figure 4 shows the effect of side 
walls on bubble shape. J t can be seen clearly that the effect of 
wall is negligible until t//0 s 1.05. With the restriction that ^0 
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5 Effects of dispersion on bubble size prediction 

> 1.05, the constant forcing function with zero kernel will be 
a good approximation for elliptic bubbles. 

Average Bubble Radius—Constant Properties Case. The 
single most important quantity in this study is bubble size. The 
potential drop from the head to the tail of a bubble is given 
by 

A<l> = 4Ua0 (74) 

where a0 is the bubble radius for constant properties. The 
importance of this potential drop is that it can give the radius 
of the circle, the characteristic length of the bubble. Matching 
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Fig. 7 Effect of steam injection rate on bubble growth 

the potential drop with that from the solution of the energy 
equation for constant properties, Eqs. (28) and (29), yields 

6a0Ste2 Wo, 
5( l+SteW A^ :!-«„ = 

5(l+Ste)A^ 
24t/a*Ste2 (75) 

Figure 5 shows the ratio of predicted bubble radius to meas
ured bubble radius as a function of water Reynolds number. 
The triangles represent the ratio without the dispersion effects 
in the theoretical prediction and the circles represent the ratio 
with dispersion effects. It can easily be seen that including 
dispersion effects in the analysis dramatically improves the 
results. The bubble size is, however, overpredicted using B = 
0.43 as suggested by Georgiadis (1987). The prediction can be 
improved by simply adjusting the parameter to a larger value. 
Figure 6 shows that the bubble radius prediction can be im-
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Fig. 8 Effects of Stefan number on bubble radius ratio 

proved to yield results that are within a factor of two of the 
measured results by choosing B = 0.85. 

Figure 7 shows the effect of steam injection rate on bubble 
growth. As predicted by analysis, bubble radius is proportional 
to the square of steam injection rate. Keeping steam injection 
rate constant while other conditions are varying is experimen
tally difficult because the injection rate is constantly changing 
when the water flow rate is changing even if the valves in the 
steam supply line is fixed. Isolated effects of a parameter, for 
example water flow rate or the Stefan number, with a fixed 
steam injection rate are not experimentally studied due to the 
difficulty. Figure 8 shows the ratio of predicted to measured 
steam bubble radius as a function of the Stefan number. 
Throughout the tested Stefan number range, the prediction is 
within a factor of two. 

Injector Pressure and Bubble Shape. The injector steam 
pressure and the parameters determining ellipticity and the 
displacement of the injector from the center of the ellipse can 
be found by solving the steam momentum equation subject to 
appropriate boundary conditions. The boundary shape de
pends on the two parameters, the injector displacement b and 
ellipticity e. The basic nature of the Cauchy boundary con
dition is still in effect up to this point. The governing equation 
is a second-order elliptic partial differential equation, which 
requires a boundary condition on each boundary. In this prob
lem, two boundary conditions (pressure and mass conserva
tion) are imposed at the still undetermined interface. 

The most widely used solution procedure for problems in
volving the Cauchy boundary conditions is an optimization 
process. The unknown interface is a parameter or is represented 
by a series of points. Then the governing equation is solved 

' imposing one of the two boundary conditions. The parameters 
or the spectrum of the points are determined in such a way 
that the remaining boundary condition is met as closely as 
possible. In this problem, the forcing function of the singular 
integral equation represents the unknown interface shape. A 
spectrum of forcing functions can be smoothly approximated 
with a cubic spline. The singular integral equation can be solved 
numerically for a given forcing function using Chebyshev pol
ynomials. Then the optimization can be performed on the 
spectral values and the two parameters b and e. The still un-
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Fig. 10 Angular variation of condensate rate 

known injector pressure can be found as part of the steam 
momentum equation solution. 

Although the above process is, in principle, a standard so
lution procedure, the number of parameters to be optimized 
can be reduced to three assuming, that the bubbles are ellipses 
(equivalently constant forcing function with zero kernel) as 
mentioned above. Figure 9 qualitatively shows the two-param
eter optimization process. The mass flux has been fixed along 
the interface through solution of the energy equation and map
ping relations. The normal derivative of steam pressure at the 
interface should be arranged to meet the mass flux requirement. 
The parameter K defined by 

PfgS (76) K= 

where 

k(l+e) 

e=^ 
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Thermal boundary layer thickness 

plays an important role in determining the relative location of 
the injector to the center of the ellipses. When K is negative 
as in Fig. 9(a), the injector must be located near the head of 
the bubble to supply higher flux near the head. When K is 
positive, the injector can be located considerably lower, still 
meeting the mass flux requirement as seen in Fig. 9(b). 

Limiting the calculation to the two-parameter optimization, 
mass conservation can be expressed explicitly. The interface 
mass conservation requirement can be simplified for easier 
implementation by exploiting the fact that the interface is a 
streamline, 

ms = psn'Us = pi 
dyj, d<[> 

d<j> ds 

Global mass conservation is met by direct integration, 

Icosvdp 
' „ KPW \ n — 
4\/2 J-TT/2 V1 -s in ; 

i r 
psns'\ia0dv = —-= p/A\p 

! W 2 J -

(78) 

-- = PM (79) 

(77) 

Figure 10 shows the angular variation of mass flux for var
ious shapes for constant-property cases. Figure 11 shows ther
mal boundary layer thickness for different combinations of 
thermal diffusivity, Stefan number, and bubble radius. The 
thermal boundary layer is thick enough for a continuum ap
proach to be valid, except at the top of the bubble, where a 
thermal boundary layer is relatively thin compared with particle 
size. 

Two-parameter (b, e) optimization has been performed us
ing a conjugate gradient method, an IMSL subroutine called 
ZXCGR. With the two parameters given, the steam momentum 
equation is solved using second-order centered differences and 
an ADI iteration scheme. The gradient of the objective function 
required by the algorithm has been supplied by finite differ
encing this function. 

Figure 12 shows how close together the steam mass flux and 
the condensation rate are at the minimum error value for a 
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Fig. 12 Matching of mass flux and condensation rate 
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Fig. 13 Pressure drop as a function of injection rate 

typical case. The discrepancy is obvious at the bottom of the 
bubble in this instance. This discrepancy is dependent on the 
steam pressure gradient at the interface, APs/a. The discrep
ancy is bigger for a negative gradient than for a positive gra
dient. 

Figure 13 shows the pressure drop from the injector to the 
top of the bubble for different K's. The pressure drop is almost 
a linear function of the steam injection rate for a given value 
of K. This reveals that nonlinear effects caused by inertia in 
the steam flow are not profound for the range tested. The 
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strong dependence of pressure drop on K is mainly due to the pressure, which on the average gives higher actual gradients 
way the steam pressure is normalized. Steam pressure was for a smaller K. 
normalized using the characteristic pressure drop from the Figures Hand 15 show the parameters b and e found through 
injector to the top of the bubble instead of the average interface the optimization processes. The parameter b represents injector 
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displacement relative to the center of the bubble and is strongly 
dependent on the y direction steam pressure gradient at the 
interface (Ka/APs). As the gradient increases the bubble shifts 
downward. This corresponds to the case where the pressure 
drop due to flow resistance is higher than that due to gravity. 
The parameter e has a minimum value. The bubble shape is 
almost a circle at the minimum e. Only positive e values were 
observed in the current calculations. Positive e means an ellipse 
whose vertical axis is longer than the horizontal axis. The 
variation of e is limited to between 0.025 to 0.3 for the cases 
tested. 

Conclusions 
Steam injection into a uniform water flow through porous 

media was analyzed for low water flow rates (Darcy flow) and 
steady-state conditions. Coordinate transformation from the 
physical domain to velocity potential and steam function do
main was used to simplify the governing equations and the 
computational domain. The resulting energy equation was fur
ther simplified to a parabolic partial differential equation by 
an order-of-magnitude argument. The equation was solved 
using an integral method. The solution gave the local conden
sation rate along the steam-water interface. The continuity 
equation and the momentum equation were transformed into 
two Laplace equations. With the imposed boundary conditions 
this constituted a mixed boundary value problem. 

For elliptic bubbles, the energy equation and the water mo
mentum equation were solved to find the bubble size and shape, 
flow, and temperature fields. The ellipticity and bubble shift 
relative to the injector were determined through optimization 
processes. The solutions were compared with the experimental 
measurements and showed that: 

1 The average bubble radius is proportional to the square 
of the injection rate, and inversely proportional to the 
square of the water Reynolds number and Stefan number 
for Darcy flow. 

2 Dispersion effects at the interface are very strong and 
are never negligible for the range tested. 

3 The bubble shape and shift relative to the injector are 
dependent on two parameters: K and APs/a. 

It is clear that the solution could be improved so that the 
comparisons with data in Figs. 5 and 6 would be more favor
able. One would first choose a more general shape than the 

ellipse used in this work. This would allow one to match the 
mass fluxes at each point along the surface rather than only 
in an average sense as shown in Fig. 12. The second improve
ment would be to take more care with the treatment of the 
dispersion augmentation of the thermal conductivity away from 
the interface. Finally, one needs to treat augmentation more 
carefully in the thin capillary zone separating the steam and 
water-saturated regions. 

Two of the reviewers of this work expressed concern that 
the interfacial geometry assumed in the analysis may be un
realistic because of possible fingering. As the scale of the bub
ble increases, this may well be the case. We did not observe 
any fingering during our experimental study; see Chung and 
Catton (1990). At low steam fluxes, the interface was smooth 
to within a bead diameter. At larger steam fluxes, the process 
became highly oscillatory and one could imagine that fingering 
was taking place. Here the ligaments of vapor were quickly 
condensed. If one were to call the ligaments of vapor fingers, 
then fingering has a profound effect on the process at high 
steam flow rates. This will be the subject of a future experi
mental and theoretical effort. 
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A Numerical Investigation of 
Premixed Combustion Within 
Porous Inert Media 
A numerical investigation of premixed combustion within a highly porous inert 
medium is reported. Specifically, results of a numerical model using detailed chemical 
kinetics and energy exchange between the flowing gas and the porous solid are 
presented. The current formulation differs from prior models of this type of com
bustion in that multistep kinetics is used and a better description of the thermo-
physical properties of the solid is applied in the present model. It was found that 
the preheating effect increases strongly with increasing convective heat transfer and 
with increasing effective thermal conductivity of the solid. The convective heat 
transfer is expected to increase with increasing number of cells per unit length of 
porous matrix but the absorption coefficient decreases with increasing cell size and 
decreasing cell density. Numerical simulations using baseline properties indicate that 
the lean limit can be extended to an equivalence ratio of about 0.36 for a methane-
air flame and that the peak flame temperature is generally higher than the adiabatic 
flame temperature. The latter effect is predicted to be more pronounced at lower 
equivalence ratios. 

I Introduction 
A numerical investigation of premixed combustion within a 

highly porous inert medium has been conducted. Although 
various porous inert media (PIM) may be developed (e.g., 
Babkin et al., 1991), a ceramic foam was the focus of the 
current investigation. 

For ceramic foam PIM combustors, the medium may be 
envisioned as a ceramic "sponge" in which the premixed gases 
are constrained to flow through the open pore structure of the 
spongelike material. The porosity of this material is typically 
about 85-90 percent. Because of the high emissivity of the solid 
in comparison to a gas, radiation from the high-temperature 
postflame zone serves to heat the porous solid in the preflame 
zone, which, in turn, convectively heats the incoming reactants. 
This regenerative heating mechanism results in several inter
esting characteristics relative to a free-burning flame. These 
include higher burning speeds and volumetric energy release 
rates, increased combustion stability resulting in extension of 
the lean flammability limit, and the ability to burn fuels that 
have a very low energy content. These general characteristics 
have been observed experimentally and predicted using ana
lytical models that have simulated the combustion process using 
one of three different approaches: (1) using a spatially depen
dent heat generation function (Tong and Sathe, 1991; Andersen, 
1992), or (2) using single-step global chemistry (Baek, 1989; 
Echigo, 1985; Yoshizawa et al., 1987a, 1987b, 1988; Sathe et 
al, 1989,1990a, 1990b, 1990c), or (3) using multistep chemistry 
(Chen et al., 1987, 1988; Hsu et al., 1991). The present inves
tigation has extended the range of solutions using multistep 
chemistry from equivalence ratios of 0.8-1.0 to equivalence 
ratios of 0.4-1.0 and also presents calculations using transport 
properties that are more representative of ceramic foams. 

II Numerical Model 
The burner being modeled in an 8-cm-long cylinder of re

ticulated partially stabilized zirconia (PSZ), a ceramic foam 
with a dodecahedral structure that has, in the present case, 10 
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pores per inch (ppi). The curved radial wall of the cylinder is 
insulated and impervious to flow. Premixed methane and air 
enter one end of the burner at atmospheric pressure and, for 
the present calculations, the flame is stabilized at the midplane 
of the burner. 

A one-dimensional transient model was developed by mod
ifying the PREMIX laminar flame code (Kee et al., 1985). This 
code allows for the use of multistep detailed chemical kinetics, 
accounts for the Soret effect, and uses the TRANFIT subrou
tine (Kee et al., 1986) for accurate determination of the trans
port properties. This code was modified to solve a separate 
energy equation for the solid matrix with radiative and con
ductive transport through the solid matrix and convective heat 
transfer between the solid and the gas. The assumptions used 
in the model formulation were: 

1 The working gas is nonradiating; 
2 the porous medium emits and absorbs radiation in local 

thermal equilibrium; 
3 radiation scattering is not considered; 
4 the one-dimensional transport equation of radiative prop

agation in the axial direction is valid; 
5 the ceramic material acts as a gray homogeneous medium; 
6 potential catalytic effects of the high-temperature solid 

are negligible; 
7 the Dufour effect and "bulk" viscosity are negligible; 
8 the flow speed is sufficiently low that the process is iso-

baric; and 
9 the flame is one dimensional and neither turbulence nor 

stretch are induced by the flow through the ceramic foam. 

Some of these assumptions merit discussion. Gas radiation 
is neglected because the emissivity of the gas is much less than 
that of the ceramic foam, which is of the order of 0.5. For 
example, for the burner conditions being modeled (atmos
pheric pressure and a total burner length of 8 cm), the emissivity 
of the C02 + H20 present in a stoichiometric product mixture 
at 1800 K is only 0.031 (from Hottel's gas emissivity chart in, 
e.g., Siegel and Howell, 1981). Tong and co-workers (Sathe 
et al., 1990a; Tong and Sathe, 1991) showed that scattering 
has an important influence on combustion in this type of burner, 
based upon predictions for an extinction coefficient of 20 m "' • 
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However, Hsu (1991) has shown that conduction becomes more 
important and radiation less significant (especially when scat
tering is included) for extinction coefficients of the order of 
100-1000 m"1, which are believed to be more representative 
of the optical properties of these ceramic foams. Thus, it is 
believed that scattering may be less important for the condi
tions of present interest. Catalytic effects can be accounted 
for in the present model, since it incorporates multistep chem
istry. However, in the present paper catalysis is neglected for 
the sake of convenience, especially in light of uncertainties 
regarding the rate constants 'of surface reactions for these ma
terials. To justify the isobaric assumption, it is estimated that 
the pressure drop is less than 0.1 percent using permeability 
data for porous ceramics (Lee, 1986) and the maximum pos
sible flame speed (again, at atmospheric pressure and a total 
burner length of 8 cm). Because this pressure drop is small, 
no momentum equation or Darcy flow formulation is needed. 
Turbulence is also neglected for the sake of convenience, even 
though preliminary measurements indicate that the flow is 
turbulent despite the low Reynolds number based upon cell 
diameter. Inclusion of turbulence will be the subject of a future 
effort. 

A methane oxidation mechanism consisting of 58 reversible 
reactions and 17 species (Kee et al., 1985) was used in the 
present study for simulation of the chemical reactions. This 
mechanism is listed in the paper by Law and co-workers (Egol-
fopoulos et al., 1989), who concluded that this mechanism is 
very accurate, at least for predicting flame speeds. Compari
sons between predictions made using one-step global kinetics 
with those made using multistep chemistry clearly indicate the 
necessity of using detailed kinetics, as briefly discussed with 
regard to Fig. 5. Additional and more detailed comparisons 
are the subject of a separate paper (Hsu and Matthews, 1992). 

The governing equations are: 

Nomenclature 

a 
A 

Ac 

cP 

Cpk 

Cps 

E„ 

Ex 

E2 

f 

hk 

h 

H 

Ha 

= absorption coefficient, m" 1 

= area, m2 

= surface area per cell in the 
foam, m2 

= temperature-dependent con
stant pressure specific heat of 
mixture, kJ/kg-K 

= temperature-dependent spe
cific heat of species k, 
kJ/kg-K 

= specific heat of the solid, 
kJ/kg-K 

= exponential integral of order 
n, defined following Eq. (6) 

= exponential integral of order 
n = 1, defined following Eq. 
(6) 

= exponential integral of order 
n = 2, defined following Eq. 
(6) 

= integration variable used in 
Eq. (6) 

= specific enthalpy of species k, 
kJ/kg 

= convective heat transfer coef
ficient, W/m2-K 

= volumetric convective heat 
transfer coefficient, W/m3-K 

= baseline volumetric convective 
heat transfer coefficient, 
107 W/m3-K 

/* 

K 
L 
m 
n 

N 

P 
Qr 

Q 

g+ 

R 
Re 

Ro 

s 
SL 

T 
Tad 

T 
L max 

T0 
Ts 

t 

= blackbody radiation intensity, 
W/m2-sr 

= total number of species 
= combustor length, m 
= mass flow rate, kg/s 
= order of exponential integral 

E, 1 or 2, in Eq. (6) 
= number density of cells in the 

foam, 1/m3 

= porosity of the ceramic foam 
= radiative heat flux, W/m2 

= radiative heat flux in negative 
x direction, W/m2 

= radiative heat flux in positive 
x direction, W/m2 

= radiosity, W/m2 

= radiosity of a blackbody at 
the exit temperature, W/m2 

= radiosity of a blackbody at 
the inlet temperature, W/m2 

= burning speed, cm/s 
= laminar flame speed, cm/s 
= temperature, K 
= adiabatic flame temperature, 

K 
= maximum flame temperature, 

K 
= gas inlet temperature, K 
= local solid temperature, K 
= local optical depth = ax 

t* 

4ff 

tL 

vk 

w 
X 

*fl 

Yk 

e 

"max 

X 

xs 

\o 

p 

Ps 
a 

0 
0)k 

= integration variable used in 
Eq. (6) 

= effective optical depth = axfl 

= overall optical depth = aL 
= diffusion velocity of species k, 

m/s 
= molecular weight, kg/kmole 
= axial distance, m 
= axial distance from burner in

let to flame, m 
= mass fraction of species k 
= nondimensional temperature 

= (T-T0)/(Tad-T0) or 
(Ts~T0)/(Tad-T0) 

= nondimensional peak flame 
temperature = {Tmm-T0)/ 
(Tad-T0) 

= thermal conductivity of the 
gaseous mixture, W/m-K 

= effective thermal conductivity 
of the solid, W/m-K 

= baseline effective thermal con
ductivity of the solid = 0.026 
W/m-K 

= density of the gaseous mix
ture, kg/m3 

= density of the solid, kg/m3 

= Stefan-Boltzmann constants 
= 5.6696X10"8 W/m2-K4 

= fuel-air equivalence ratio 
= molar rate of reaction of spe

cies k, kmole/m3-s 

Continuity Equation: 

Species Conservation Equation: 

pAud-^-+~{pAYkVk)^AwkWk = 0 
ox ox 

k=l,2,...,K (2) 
where uk is the rate of production of the fcth species. 

The ;th reaction is of the general form: 
K K 

S£IVl!iXk—~ ^Vi'jXk 

o>k--

* = i 
K K 

2(U«-^i)(K/<II IXkY'-KriYl [Xk 
i = l \ k=\ * = 1 

^A-T^{-§r) (3) 

where K,- is the rate coefficient for reaction /. 
Convection was included by solving separate energy equa

tions for the solid and the gas and coupling them through a 
convective heat transfer coefficient. The energy equation for 
the gas does not include radiation terms and the energy equa
tion for the solid does not include energy liberation (reaction) 
terms. The resulting energy equations for this case are: 

Gas Phase Energy Equation: 
dT 1 a / df\ A JL dT 

puATx-c-pTx^Tx)
+^pYkVkC*Tx 

+ -yiL>khkWk + -H(T-Ts)=0 (4) 
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Solid Phase Energy Equation: 

i(x^)-i{A^+AmT-T°)=0 (5) 

where the difference between the area of the solid and that of 
the gas is accounted for by using the effective thermal con
ductivity in the solid conduction term, by defining the con-
vective heat transfer coefficient in a manner that accounts for 
the appropriate surface area (as discussed below), and by using 
measured values for the absorption (and scattering) coefficients 
of these foams that are calculated from the measurements as 
if they were solid, thereby yielding effective values that indi
rectly account for the ratio of the surface area of the solid to 
the cross-sectional area. The velocities in all equations in this 
paper are face velocities rather than pore velocities, and thus 
including porosity in the velocity terms is also not appropriate. 
This technique differs from the more explicit formulation of, 
for example, Sathe et al. (1990a), who specified different areas 
for the gas and solid. However, the two techniques are equiv
alent, for the reasons discussed above, except that the present 
formulation does not account for blockage of the flow area 
by the foam. In fact, although this does result in some loss of 
accuracy, this was a conscious decision by the authors. We 
wished to compare the predicted burning speed with the lam
inar flame speed, examining the thermochemical effects of the 
porous material independent of the physical effect of flow 
blockage by the solid. 

The radiation term in Eq. (5) is determined using: 

dqr 

dx 
= -lira R0E2(t)+ReE2(tL-t)-2Ib(t) 

r + ib(f)Ei(t-t*)dt*+ hinEdf-tw 

Ib(t)=-T?(t) 
TV 

En(t)=\ r2e-'/sdf 

t = ax (6) 

where t is the local optical depth (ax), tL is the optical depth 
based on the entire burner length (aL), a is the absorption 
coefficient of the solid, and the other terms are defined in the 
nomenclature section. In the radiative transport equation, the 
first two terms in the square brackets represent the radiative 
contributions from the ends to point "t," the third term is the 
emission (loss) form point t, and the final two terms represent 
the emission from all other points to point t (see, e.g., Siegel 
and Howell, 1981, for a more detailed discussion). 

Equation of State: 

Wp 
P = R^T 

Boundary Conditions: 

At the inlet, 

T=T0, Y=Yk,0, q+{x = 0) = TrRo 

and at the exit, 

dx 
= 0, q (x = L) = irR0, irRe 

(7) 

(8) 

(9) 

These boundary conditions merit some discussion. Speci
fication of the mass fractions at the inlet does not allow for 
diffusion of species upstream to the inlet. However, for the 
present conditions, the model does not predict reaction more 
than a few millimeters upstream of the flame (as illustrated in 
Fig. 5), which is well downstream from the inlet. Thus, no 
error is introduced by specifying the initial mass fractions as 

the inlet boundary condition. The specification of a zero species 
gradient at the exit constrains the reactions and does not allow 
for reactions to proceed past the exit plane. However, in our 
companion paper, which compares single step to multistep 
kinetics (Hsu and Matthews, 1992), we found that using finite 
difference forms of the governing equations as the exit bound
ary conditions (allowing reactions to proceed past the exit 
plane) does not affect the flame speed or flame temperature, 
but does yield minor changes in some of the exit species con
centrations. Of course, this would not be the case for very 
short burners, but these are not of present interest. For this 
reason, and since the present paper has not focused on species 
profiles or exhaust concentrations, the present formulation is 
adequate for the present purposes. The code is able to simulate 
either of two radiation boundary conditions at the exit: (1) 
radiation from the burner exit at a value of R0, which simulates 
a laboratory environment, with radiative exchange with a 
blackbody at room temperature, and (2) radiation from the 
burner exit at a value of Re, radiative exchange with a black-
body at the burner exit temperature, which simulates an in
dustrial burner. Both exit radiation boundary conditions were 
used in the present research. These radiation boundary con
ditions serve as the boundary conditions for the solid energy 
equation and also impose the exit boundary condition on the 
gas phase energy equation due to the requirement for energy 
balance at the exit. 

In the above energy equations, His the volumetric convective 
heat transfer coefficient, which is defined as the product of 
the convective heat transfer coefficient, the number of cells 
per unit volume of porous material, and the surface area per 
cell: 

H= hArN (10) 

Thus, HA in Eqs. (4) and (5) is essentially the product of the 
convective heat transfer and the number of cells per unit length 
of porous matrix. As //approaches infinity, the model predicts 
that the gas and solid temperatures are equal. 

In the current formulation, a major improvement is that 
multistep reaction kinetics is used and a better description of 
the ceramic foam thermophysical properties is applied in the 
model. 

Il l Numerical Results 
The effects of the convective heat transfer coefficient, the 

effective thermal conductivity of the solid, the equivalence 
ratio, and the properties of the solid were numerically inves
tigated to examine their effects on the temperature profiles, 
the peak flame temperature, and the burning speed, as dis
cussed in the following subsections. PREMIX requires spec
ification of a fixed temperature to define the "flame location" 
in the flame-fixed coordinate system. Normally a relatively low 
temperature is used, but because the calculations for PIM 
burners yield a large preheat zone in which little reaction takes 
place, a relatively high temperature (-1075 K) was specified 
for all simulations reported herein. The PREMIX code uses 
an adaptive grid scheme to speed up convergence, with over 
90 percent of the grid points located in the near-flame vicinity. 
Typical run time is about 400-1000 seconds on a Cray XMP 
or YMP using the multistep kinetics mechanism, compared to 
200-300 seconds for a single-step kinetics mechanism. Com
putational time can be reduced significantly if a relatively good 
initial guess is used. For most cases, a relative convergence of 
10~4 was specified, which corresponds to four significant digits 
on the results. The grid effects on the solutions were examined 
by increasing the number of grid points after initial solution 
until the results no longer changed. It was found that 130 to 
200 grid points provided stable solutions. 

III(A) Effects of the Heat Transfer Coefficient, Cell Den
sity, and Cell Diameter. The effects of the volumetric heat 
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NONDIMENSIONAL DISTANCE, x/L 
Fig. 1 Effects of finite convective heat transfer between the solid and 
the gas on the nondimensional temperature distribution through the 
flame using multistep chemistry for t,„ = 2.0, x„/L = 0.5, <j> = 0.9, and exit 
radiation to black surroundings at 298 K. Open squares = gas temper
ature with H = 0.1 H„, filled squares = solid temperature with H = 0.1 H0, 
open circles = gas temperature with baseline convection coefficient, 
filled circles = solid temperature with baseline convection, heavy 
line = gas and solid temperatures with H = 100 H„. 

transfer coefficient are illustrated in Figs. 1 and 2. These results 
were generated for an equivalence ratio (</>, the actual fuel-air 
ratio normalized by the stoichiometric fuel-air ratio) of 0.9 
with an optical thickness based on the distance between the 
burner inlet and the flame front of ttff = 2.0 and a dimensionless 
flame position within the burner of X//L = 0.5. As defined 
previously (Eq. (10)), H is the product of the convective heat 
transfer coefficient and the number of cells per unit length of 
porous matrix. The baseline value, Ho=101 W/m3-K, was cho
sen to be the same as that used by Yoshizawa and co-workers 
(1988), who used a one-step kinetics mechanism. Yoshizawa 
did not vary the heat transfer coefficient directly, but coupled 
the dimensionless heat transfer coefficient to the absorption 
coefficient. In the present study, these parameters are uncou
pled, allowing study of the effects of variation of the convective 
heat transfer alone. 

As shown in Fig. 1, in the postflame zone, the gas temper
ature is higher than that of the solid because the energy is 
liberated by gas phase reactions and then transferred to the 
solid by convection. In the preflame zone, the solid temperature 
is higher than that of the gas because the solid is heated by 
radiation and then in turn convectively heats the gas. As H 
increases, the temperatures of the solid and the gas approach 
each other, and for H> 109 W/m3-K, the temperatures are 
identical. This confirms prior predictions made without use of 
multistep kinetics, such as those of Tong and Sathe (1991) who 
used a spatially dependent heat generation function to simulate 
combustion. 

The effect of H on the burning speed is shown in Fig. 2. 
For values of//less than the baseline value, the less effective 
preheating of the gas results in slower burning speeds. As H 
is increased by up to a factor of 10 above the baseline value, 
there is a small increase in burning speed. However, for values 
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Fig. 2 Effects of the volumetric convective heat transfer coefficient 
and the effective thermal conductivity of the solid on the burning speed. 
Predictions made using multistep chemistry for fof, = 2.0, Xn/L = 0.5, 
<j> = 0.9, and exit radiation to black surroundings at 298 K. 

of H greater than about 10 times the baseline value, the con
vective heat transfer has become sufficiently effective that there 
is no further increase in the burning speed. This confirms earlier 
predictions (Sathe et al., 1990b) obtained using single-step 
kinetics. 

To obtain high burning speeds, these results make it appear 
that a matrix with many cells per unit length is required, since 
this should increase the convective heat transfer. However, the 
absorption coefficient, which also has a strong influence on 
the burning speed, increases with increasing cell density and 
decreases with increasing cell diameter. On the other hand, the 
effective thermal conductivity of the solid, which also affects 
the flame propagation rate (as discussed in the next subsection), 
appears to be insensitive to the cell size (Hsu, 1991). The 
optimization of these trade-offs remains to be investigated and 
will require accurate data for thermal conductivity, absorption 
coefficient, and H as a function of pore size. 

III(B) Effects of the Effective Thermal Conductivity of the 
Solid. The effects of the effective thermal conductivity of the 
solid on the combustion characteristics are illustrated in Figs. 
2 and 3. These predictions were generated with <f> = 0.9, XjL = 0.5, 
/eff=2.0, and H= 107 W/m3-K. The baseline thermal conduc
tivity of the solid, \so, is taken as that of air at standard tem
perature (0.026 W/m-K), which was chosen as the lower limiting 
case. Taking the effective thermal conductivity, A.,, to be equal 
to the thermal conductivity of a solid block of ceramic times 
the volume fraction of solid in the foam (\-p, where p is the 
porosity) yields typical values of X,, of about 0.2 W/m-K. 

The effect of \s on the burning speed is illustrated in Fig. 
2. Although increasing X̂  by a factor of 100 has only a small 
effect on the temperature distributions (as discussed below), 
the burning speed increases by about 20 percent, further il
lustrating the strong effect of preheat on the burning speed. 
This predicted strong effect on the effective thermal conduc-
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filled triangles = solid temperature with the higher effective thermal con
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tivity of the solid confirms prior results (Sathe et al., 1990b) 
obtained using one-step chemistry. 

As shown in Fig. 3, Xs has little effect on the temperature 
profiles because the heat transfer is dominated by radiation 
and convection. This result agrees with a conclusion by Yosh-
izawa and co-workers, although they did not vary the thermal 
conductivity in their study. If the effective thermal conductivity 
of the solid is 100 times the baseline value, the peak flame 
temperature decreases due to conduction losses upstream and 
downstream. This also results in a small but significant increase 
in the preheating effect. 

III(C) Effects of the Equivalence Ratio and Transport 
Properties on the Flame Speed and the Peak Flame Temper
ature. With the baseline properties used in the model, Fig. 4 
shows the effect of the equivalence ratio on the burning speed 
for both a freely propagating laminar flame and combustion 
within a porous medium. The free flame results were obtained 
by setting H=0 and a = 0, and yield values that agree closely 
with experimental data (Hsu and Matthews, 1992). Under all 
conditions, the presence of the porous medium is predicted to 
increase the burning speed, in agreement with the experimental 
findings of Sathe et al. (1990c) and Hsu et al. (1993). The curves 
presented in this figure also indicate that the presence of the 
porous medium extends the lean flammability limit to much 
leaner mixtures. Blint (1988) notes that the determination of 
the lean limit is difficult independent of whether one is per
forming experiments or numerical predictions. This is due to 
the significant effects of heat loss and bouyancy on the stability 
of slowly propagating flames. It is difficult to eliminate these 
effects in an experiment and difficult to account for them in a 
model. Thus, Blint presents arguments supporting 10 cm/s as 
the practical measure of both rich and lean flammability limits. 

100 
0 

2. 

UJ 
Ltl 

to 
o 

z 
cc 

80 

60 

40 

20 

COMBUSTION WITHIN 
A POROUS MEDIUM 

0 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 

EQUIVALENCE RATIO 
Fig. 4 Effects of the porous medium (with baseline properties and exit 
radiation to black surroundsing at 298 K) on the burning speed and 
flammability limit in comparison to a freely propagating, adiabatic, lam
inar flame 

A curve representing this criterion is shown for comparison in 
Fig. 4. Thus, the lean limit for a freely propagating laminar 
flame is predicted to be approximately 0 = 0.58, which is in 
reasonable agreement with the typical experimental value (which 
is probably not based upon the same 10 cm/s criterion) of 
0 = 0.52. The presence of the porous material is predicted to 
extend the lean limit to about 0 = 0.36 (obtained via extrapo
lation of the predictions). Of course, this limit will depend upon 
the properties of the solid, and even lower flammability limits 
have been predicted using other properties for the porous ma
terial (Hsu, 1991). 

Due to the internal heat feedback mechanism, the porous 
medium allows attainment of peak flame temperatures that are 
higher than the adiabatic flame temperature. However, as noted 
in the authors' previous work (Hsu et al., 1991), this effect is 
not as strong when using detailed chemistry as was predicted 
by previous researchers who use one-step kinetics. The reason 
for this is illustrated in Fig. 5: Global chemistry dictates com
plete combustion on the time scale of fuel disappearance, 
whereas multistep chemistry stretches out the energy release 
process and allows for CO in the products and therefore less 
energy release. Figure 6 illustrates the effects of equivalence 
ratio on both the adiabatic flame temperature and on the pre
dicted peak temperature (using multistep kinetics) for com
bustion within a porous medium. The effect of the porous 
medium on the peak flame temperature becomes more pro
nounced as the mixture is made leaner, ranging from 1 percent 
above the adiabatic flame temperature at 0 = 0.9 to 10 percent 
at 0 = 0.5. Again, this effect will depend upon the properties 
of the solid. For example, using different properties for the 
porous material can yield predicted peak temperatures that are 
below the adiabatic flame temperature for near-stoichiometric 
mixtures (Hsu, 1991). 

Figure 7 is a comparison of the temperature profiles through 
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a freely propagating, adiabatic laminar flame with those through 
a porous matrix burner for two cases of solid phase properties. 
For the curve labeled Case 1, the baseline properties prescribed 
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Fig. 7 Gas phase temperatures at an equivalence ratio of 0.65. Defi
nitions of Case 1 and Case II flames are presented in Table 1. Exit 
radiation to black surroundings at 298 K. 

Table 1 
model 

Thermophysical and transport properties used in the 

Case 1: 
ff = 50.0m"1 

/7„=107 W/m3-K 
Xs = X (gas mixture at 298 K) 
CPS = CP (gas mixture at 298 K) 
Ps = P (gas mixture at the local temperature) 

Case 2: 
o = 355.0 m"1 for 10 ppi PSZ 
i/o=107W/m3-K 
X i=(l-p)-(-0.5608 + 0.85501-log(rs)) W/m-K 

(400 K < Ts< 1200 K) where p = 0.87 for partially stabilized zirconia 
with 20 pores per inch 

cps = (l-p)-(-147.15 + 97.227-log(rj)/0.238kJ/kg-K 
(5OK<7;<1500K) 

Ps=(l-p)-5.56-103 kg/m3 

In Case 2, \ and cps are least-squares fits using data from Touloukian 
(1978a, 1978b) and ps is obtained from High-Tech Ceramics (1988). 
These properties, except a and Hot are assumed to have linear 
dependence on porosity. The porosity of PSZ ranges from 84-87 
percent and has the higher value for 10 ppi foam. In the program, 
to simulate the free flame case, a and H are set equal to zero. 

in Table 1 were used. The predictions labeled Case 2 used 
properties that are more representative of a ceramic foam and 
include higher values for the adsorption coefficient, the con-
vective heat transfer coefficient, and the effective thermal con
ductivity of the solid. As shown in Table 1, the Case 2 predictions 
incorporate analytical relationships for: (1) the effects of tem
perature and porosity on the thermal conductivity of the solid 
and the specific heat of the solid, (2) the effects of porosity on 
the density of the solid, and (3) an absorption coefficient that 
is about seven times larger than the baseline value (Skocypec 
and Hogan, 1989; High-Tech Ceramics, 1988). When using 
properties that are representative of a ceramic foam (Case 2), 
the thickness of the preheating zone is reduced due to the larger 
absorption coefficient, which in turn results in a smaller increase 
in peak flame temperature (above that of a free flame) than 
that of the Case 1 flame. Also, the higher solid conductivity 
of. Case 2 tends to reduce the peak temperatures due to increased 
conduction of energy away from the reaction zone. Further, 
the large absorption coefficient of Case 2 causes a sharp drop 
in temperature at the exit. Although the maximum flame tem
perature of Case 2 is smaller than that of Case 1, the flame 
speed of Case 2 (76.2 cm/s) is higher than Case 1 (67.6 cm/s). 

IV Summary and Conclusions 
A theoretical investigation of premixed combustion within 

porous inert media has been conducted. The effects of various 
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material, combustor geometry, and modeling parameters have 
been studied, allowing the following conclusions to be drawn. 

The peak flame temperature is predicted to be 1-10 percent 
higher than the equilibrium adiabatic flame temperature, with 
the relative temperature overshoot increasing as the mixture 
gets leaner. These results are much lower than the 40-50 percent 
maximum increase predicted by prior investigators because they 
used one-step kinetics while multistep kinetics were used in the 
present study. 

The model predictions show that the absorption coefficient 
of the porous medium, which depends on the cell size and the 
material properties of the solid, has a significant effect on the 
flame characteristics. The preheating effect increases with in
creasing convective heat transfer and with increasing effective 
thermal conductivity of the solid. Convection is expected to 
increase with increasing number of cells per unit length. How
ever, the absorption coefficient increases with increasing cell 
density and decreases with increasing cell diameter. 

The present numerical simulation also predicts that PIM com
bustion results in increased burning speeds and allows extension 
of the lean limit. 

The optimization of the various tradeoffs (i.e., material se
lection for optimum transport properties, burner length, etc.) 
remains to be investigated. Submodels to account for the effects 
of the combustor geometry and material properties on the ab
sorption and scattering coefficients, the volumetric convective 
heat transfer coefficient, and the effective thermal conductivity 
of the solid are currently being developed so that these factors 
can be accounted for in the model. The potential effects of 
turbulence are also the subject of ongoing modeling efforts. 
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Experimental Inwestigation of 
Micro Heat Pipes Fabricated in 
Silicon Wafers 
An experimental investigation was conducted to determine the thermal behavior of 
arrays of micro heat pipes fabricated in silicon wafers. Two types of micro heat 
pipe arrays were evaluated, one that utilized machined rectangular channels 45 \x.m 
wide and 80 fim deep and the other that used an anisotropic etching process to 
produce triangular channels 120 \t.m wide and 80 y.m deep. Once fabricated, a clear 
pyrex cover plate was bonded to the top surface of each wafer using an ultraviolet 
bonding technique to form the micro heat pipe array. These micro heat pipe arrays 
were then evacuated and charged with a predetermined amount of methanol. Using 
an infrared thermal imaging unit, the temperature gradients and maximum localized 
temperatures were measured and an effective thermal conductivity was computed. 
The experimental results were compared with those obtained for a plain silicon wafer 
and indicated that incorporating an array of micro heat pipes as an integral part of 
semiconductor devices could significantly increase the effective thermal conductivity; 
decrease the temperature gradients occurring across the wafer; decrease the maximum 
wafer temperatures; and reduce the number and intensity of localized hot spots. At 
an input power of 4 W, reductions in the maximum chip temperature of 14.1° C 
and 24.9°C and increases in the effective thermal conductivity of 31 and 81 percent 
were measured for the machined rectangular and etched triangular heat pipe arrays, 
respectively. In addition to reducing the maximum wafer temperature and increasing 
the effective thermal conductivity, the incorporation of the micro heat pipe arrays 
was found to improve the transient thermal response of the silicon test wafers 
significantly. 

Introduction 
Recent developments in semiconductor technology have 

made possible extraordinary advances in device construction 
and miniaturization. It is now possible to construct an entire 
gas chromatograph on a single seminconductor chip (Cotter, 
1984) and work is currently under way to construct two-di
mensional laser arrays on a chip whose total area is less than 
10 mm2. These applications, along with the associated increases 
in electronic circuit integration and the desire to reduce op
erational execution time, have resulted in large reductions in 
the physical size of electronic devices and components. Al
though the transistor switching energies have also decreased, 
these decreases have not kept pace with the increases in com
ponent density. As noted by several investigators, increases in 
the chip thermal conductivity or in the material to which the 
chips are attached effectively increases the area over which 
heat generated by localized hot spots can be dissipated (Kim 
and Anand, 1992). As a result, these factors strongly influence 
the thermal characteristics of the chip and may significantly 
enhance the chip reliability (Chyu and Aghazadeh, 1987). 

Several years ago, Tuckerman and Pease (1981) investigated 
the design, fabrication, and testing of ultracompact, water-
cooled, plate-fin and pin-fin heat sinks. These micromechan-
ical heat sinks consisted of 300 /mi x 50 /tm rectangular chan
nels, with 100 fim interchannel spacing, cooled by forced 
convection of water. Shortly afterward, Cotter (1984) proposed 
the concept of a micro heat pipe, one "so small that the mean 
curvature of the vapor-liquid interface is necessarily compa
rable in magnitude to the reciprocal of the hydraulic radius of 
the flow channel." Although only a conceptual description of 
a micro heat pipe was presented, this work provided the basis 
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for later steady-state and transient investigations of trapezoidal 
and tapered artery micro heat pipes, approximately 1 mm in 
diameter (Babin et al., 1990; Wu and Peterson, 1991; Wu et 
al., 1991). 

In practical terms, a micro heat pipe consists of a small 
noncircular channel that utilizes the sharp angled corner re
gions as liquid arteries. The fundamental operating principles 
of micro heat pipes are essentially the same as those of larger, 
more conventional heat pipes. Heat applied to one end of the 
heat pipe vaporizes the liquid in that region and forces it to 
move to the cooler end, where it condenses and gives up the 
latent heat of vaporization. This vaporization and condensa
tion process causes the liquid-vapor interface in the corners 
to change continually along the pipe, as illustrated in Fig. 1, 
and results in a capillary pressure difference between the evap
orator and condenser regions. This capillary pressure differ
ence promotes the flow of the working fluid from the condenser 
back to the evaporator through the corner regions. While the 
previous investigations of Babin et al. (1990), Wu and Peterson 
(1991), and Wu et al. (1991) can be of some help in determining 
how heat pipes of the type described by Cotter (1984) (i.e., 
heat pipes approximately 100 fim in diameter) would perform, 
they do not address how the incorporation of an array of these 
very small micro heat pipes fabricated as an integral part of 
a silicon semiconductor wafer might affect the overall tem
perature distribution and thermal performance. 

In order to determine the potential advantages of this con
cept, Mallik et al. (1992) developed a transient three-dimen
sional numerical model of an array of micro heat pipes 
fabricated as an integral part of silicon wafers as illustrated 
in Fig. 2. This numerical model was capable of predicting the 
time-dependent temperature distribution occurring within the 
wafer when given the physical parameters of the wafer and 
the locations of the heat sources and sinks. The results indicated 
that significant reductions in the maximum localized wafer 
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Micro-heat pipe array fabricated as an integral part of a silicon 

temperatures and thermal gradients across the wafer could be 
obtained through the incorporation of an array of micro heat 
pipes. Utilizing heat sinks located on the edges of the chip 
perpendicular to the axis of the heat pipes and a cross-sectional 
area porosity of 1.85 percent, reductions in the maximum chip 
temperature of up to 40 percent were predicted. 

More recently, Swanson and Peterson (1992) investigated 
the behavior of the intrinsic meniscus in triangular channels, 
as directly applied to micro heat pipes. In this investigation a 
mathematical model of the evaporating intrinsic meniscus in 
a V-shaped channel was developed to determine the effect of 
wedge half-angle and vapor mass transfer on the meniscus 
morphology, fluid flow, and heat transfer behavior. The Na-
vier-Stokes and energy equations, as well as the interfacial 
conditions, were scaled using the lubrication approximation. 
The one-sided formulation applied to gas phase was constant. 
This reduced the mathematical complexity of the problem and 
allowed the use of a simple mass transfer coefficient at the 
vapor-liquid interface. The scaled normal stress interfacial 
condition was examined in detail to compare the magnitudes 
of the surface tension forces and van der Waals forces both 
near the interline and at the edge of the intrisic meniscus. 

Experimental Investigation 
In the present investigation, several 20 mm x 20 mm silicon 

wafers were fabricated with distributed heat sources on one 

side and an array of micro heat pipes on the other. Two fab
rication procedures were utilized; in the first, an array of 39 
rectangular micro heat pipe channels each .45 /tin wide and 80 
ixm deep was machined into silicon wafers 0.378 mm thick 
using a silicon dicing saw. In the second, an array of parallel 
triangular channels 120 fim wide and 80 /un deep was fabricated 
into silicon wafers 0.5 mm thick using an anisotropic etchant 
process. These two configurations both resulted in a cross-
sectional area porosity of approximately 1.87 percent, which 
was close to the optimum values predicted by Mallik et al. 
(1991a). The objectives of the current investigation were to 
develop the necessary fabrication techniques; provide defini
tive experimental data to verify the micro heat pipe concept; 
and determine the extent to which an array of micro heat pipes 
could reduce the maximum wafer temperature, decrease the 
temperature gradient across the wafer, increase the effective 
thermal conductivity, and decrease the number and intensity 
of localized hot spots. The following discussion describes the 
fabrication process, along with the methods by which the heat 
pipe arrays were charged and experimentally evaluated. 

Micro Heat Pipe Fabrication. Several techniques have been 
proposed by which micro heat pipes with hydraulic diameters 
on the order of 20 to 150 /ira in diameter could be incorporated 
as an integral part of silicon or gallium arsenide wafers, and 
recent investigations have focused on the development of the 
required fabrication techniques. These investigations include 
the use of conventional techniques such as the machining of 
small channels (Peterson et al., 1991) and the use of direc-
tionally dependent etching processes to create rectangular to 
triangular shaped channels (Peterson, 1988;Gerneretal., 1992); 
or other more elaborate techniques, which utilize a multisource 
vapor deposition process (Mallik et al., 1991; Weichold et al., 
1992) to create an array of long narrow channels of triangular 
cross section lined with a thin layer of copper and open on 
both ends. In this latter process, which has been experimentally 
verified, the copper lining on the inside of the channels reduces 
problems associated with the migration of the working fluid 
throughout the semiconductor material. 

In the first fabrication technique utilized in the current in
vestigation, a series of 39 parallel rectangular channels 45 ̂ m 
wide, 80 (im deep and 19.7 mm long was machined into a 
silicon wafer 0.378 mm thick at 500 /mi intervals using a Series 
1100 Micro Automation silicon dicing saw. The resulting rec
tangular channels are illustrated in Fig. 3. As shown, the sur
faces of the rectangular grooves are covered with residue left 
over from the machining process and the lower corner regions 
are slightly rounded. 

The second fabrication technique relied on orientation-de
pendent etching, which has been utilized extensively in semi
conductor processing and was originally described in detail by 
Bean (1978) and Kendall (1979). The first step in this process 
requires the construction of a photolithographic mask with 
regions 120 pm wide, left open to expose the underlying silicon 
to the orientation dependent etch. A window below and per
pendicular to the parallel lines was used to align the channel 
openings perpendicular to (110) flat of the wafer. Alignment 
of the channels perpendicular to the (110) flat simultaneously 
aligned the channels parallel to the intersection of the (111) 
planes. In this way, atomically smooth V-shaped channels could 
be achieved. 

To produce these channels, the (100) oriented silicon wafers 
were first thoroughly cleaned with acetone, propanol, meth
anol, and finally, deionized water. After rinsing, the wafers 
were treated with a sulfuric acid and hydrogen peroxide so
lution to remove any metal or other inorganic contamination 
from the wafer surface. The wafers were then dipped in a 
buffered oxide etch solution to remove any thin native oxide 
films from the wafer surface. A thermal oxidation process 
performed at 1100°C produced an Si02 layer 0.8 /«n thick, 
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Fig. 3 SEM of the machined rectangular grooves in the silicon wafer

which served as the mask during etching. Photoresist was ap
plied to the front side of the wafer prior to exposure in a Karl
Suss MSB3 mask aligner. After developing, the oxide was
removed from the channels using a Buffered Oxide etch and
the wafers were subjected to a KOH etching solution for 80
minutes at a temperature of 85°C. A cross-sectional SEM
photomicrograph of the V-shaped channels is shown in Fig.
4, and clearly illustrates the resulting triangular-shaped chan
nels and the sharp angled corner regions necessary for proper
heat pipe operation. As illustrated, the triangular grooves are
much smoother and the corners much better defined than in
the machined rectangular channels.

Ultraviolet Bonding Process. Once the micro channels had
been fabricated in the silicon wafers, a clear Pyrex cover slip
25 /Lm thick was bonded to the surface of each wafer to form
the closed channels. Initially, both the wafers and the glass
cover slips were rinsed in de-ionized water, acetone, and meth
anol. They were then baked at 90°C for fifteen minutes. A
small amount of Norland Optical Adhesive was uniformly
spread on the glass cover by spinning at 5000 rpm for 35 seconds
and the silicon wafers were placed on the glass covers and
aligned. The silicon wafers and glass covers were then exposed
to ultraviolet light in the 320 to 380 nanometer wavelength
range for approximately 150 seconds and allowed to cure for
approximately twelve hours.

Heat Pipe Charging. Once fabricated, it was necessary to
charge the heat pipe arrays with the correct amount of working
fluid. Previous investigations have shown micro heat pipes to
be extremely sensitive to flooding (Peterson, 1988, 1992) and
for this reason, several different charging methods were con
sidered. The first of these was one that is similar to the methods
utilized on larger more conventional heat pipes. This technique
consists of filling a small reservoir with working fluid and then
evacuating the micro heat pipe array and backfilling it from
the fluid reservoir. Although this procedure has proved to be
quite satisfactory on larger heat pipes, some problems with
the control of the working fluid inventory and noncondensible
gases may occur in the smaller heat pipes under consideration
here.

A second, more reliable method is to place the micro heat
pipe array in a high-pressure chamber (Peterson, 1988). After
evacuating the chamber, a predetermined amount of working

Journal of Heat Transfer

Fig.4 SEM of etched triangular grooves in a (100) silicon wafer

fluid is added and the chamber is heated to a point above the
critical temperature of the working fluid. In these conditions,
the working fluid is in the supercritical state and exists entirely
as a vapor, which barring any gravitational or temperature
variation is at a relatively uniform density, distributed through
out the chamber and the individual micro heat pipes. The entire
heat pipe array is then sealed while inside the chamber using
an ionic or ultraviolet bonding process. When the chamber is
opened and the temperature reduced, a portion of the working
fluid condenses within the individual micro channels. By con
trolling the temperature of the pressure vessel and the quantity
of the working fluid added after the initial evacuation process,
the final amount of fluid in each heat pipe can be precisely
controlled.

A third method, which is simpler but somewhat less accurate
has been developed and used previously by Peterson et al.
(1991). It consists of sealing one end of the micro heat pipe
array and positioning the wafer in a vacuum chamber vertically
with the open end of the micro heat pipes approximately one
mm above a small charging trough. After evacuating the cham
ber at room temperature, the working fluid is slowly injected
into the charging trough using a micro syringe. As the chamber
pressure increases and approaches the saturation pressure cor
responding to the chamber temperature, the working fluid
forms a pool in the charging trough and wicks up into the heat
pipe channels, effectively sealing off the channel and trapping
pure vapor in the upper portion of the heat pipe. The micro
heat pipe array can then be removed from the vacuum chamber,
heated slightly, and the open ends sealed. The final amount
of liquid and vapor present in the microgrooves after sealing
can be controlled by varying the temperature of the wafer, the
height of the wafer above the bottom of the charging trough,
qnd the rate at which the working fluid is injected into the
vacuum chamber. Preliminary tests indicated that the latter of
these was the most appropriate for the current investigation
and hence, all of the experimental data presented were obtained
using wafers charged in this manner.

Experimental Test Procedure. A comparative technique
was used to evaluate the steady-state and transient behavior
of the micro heat pipe arrays. In this technique, several sets
of silicon wafers, each set consisting of one wafer with the
micro heat pipe array, and one without the micro heat pipe
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Fig. 5 Experimental test facility 

array, were attached to a common copper heat sink as illus
trated in Fig. 5. To insure that the emissivity of the wafers 
was identical, a clear glass cover slip was bonded to the wafer 
without the micro heat pipe array in a manner similar to that 
previously described. Heat input was provided by a small 18.2 
mm x 6 mm thermofoil heater located at one end of the heat 
pipe array on the surface of the wafer opposite the heat pipes, 
much like the active devices would be in an actual semicon
ductor application. The two heaters, one on each chip, were 
connected in parallel to insure that a constant power was sup
plied to each wafer, and the voltage and current were measured 
using digital multimeters. 

As mentioned previously, heat was removed from the wafers 
by a common copper heat sink. This was accomplished by 
attaching the end of the heat pipe array opposite the heaters 
to the copper heat sink. A thermally conductive paste was used 
to enhance the heat transfer between the wafer and the copper 
heat sink, and coolant from a constant temperature circulating 
bath was pumped through the copper heat sink to maintain it 
at a temperature of approximately 15°C. To determine the 
effect of radiative and convective losses on the experimental 
results, early tests were conducted both in a vacuum and also 
in an ambient environment. However, because all the tests 
were conducted in a closed chamber and the temperature dif
ferences between the test wafers and the surroundings were 
small, these tests indicated that the convective and radiative 
losses were quite small and could be neglected. In addition to 
these preliminary tests, the sensible heat absorbed by the cool
ant was periodically monitored. 

The temperature distribution across the surface of the two 
wafers was obtained using a Hughes Probeye TVS Model 3000 
Infrared Thermal Imaging System. The resolution of this sys
tem as specified by the manufacturer was ±0.05°C, allowing 
precise determination of the temperature gradients across the 
chip surface provided the emissivity was known. Bonding of 
a clear glass cover slip to both wafers helped insure that the 
emissivity of the wafers with and without the micro heat pipe 
arrays was identical; however, it was still necessary to insure 
that accurate values were being used. This was accomplished 
by locating a copper-constantan thermocouple on the surface 

NO HEAT PIPE ARRAY 
RECTANGULAR HEAT PIPE ARRAY 
TRIANGULAR HEAT PIPE ARRAY 

0.4 0.5 0.6 0.7 

POSITION (cm) 

Fig. 6 Measured temperature profiles for the test wafers at an input 
power of 4.0 W and a sink temperature of 15°C 

of test wafers within the IR camera's field of view. By com
paring the temperature as measured by the thermocouple and 
the IR camera, accurate estimations of the emissivity could be 
made. Using this calibration technique, the uncertainty of the 
temperature values was estimated to to be within ±0.10°C. 

Throughout all of the tests, the IR camera was situated so 
that both the wafer with the micro heat pipe array and the 
plain ungrooved wafer were in the field of view. In this manner, 
the temperature gradient and maximum wafer temperature for 
both wafers could be observed simultaneously for different 
power levels, compared, and the effectiveness of the micro 
heat pipe array determined. Using this technique, variations 
in the maximum chip temperature, the effective thermal con
ductivity, and the transient response were readily apparent. It 
is important to note that this comparative technique helped to 
compensate for any uncertainties introduced by inaccuracies 
associated with the emissivity of the wafers. Also, because a 
comparative technique was used, the relative temperature dis
tribution, and hence, the thermal resolution of the IR camera 
was much more important to the accurate estimation of the 
effective thermal conductivity of the wafers than the absolute 
accuracy of the temperature measurements. 

Results and Discussion 
Figure 6 illustrates typical steady-state temperature profiles 

for the wafers with arrays of rectangular and triangular micro 
heat pipes evaluated at an input power of 4 W and a bath 
temperature of 15 °C. Also shown for comparison is the steady-
state temperature profile for a wafer without a micro heat pipe 
array. As expected, the maximum temperature for all of the 
wafers tested occurred in the region directly over the heaters, 
with the maximum wafer temperature and temperature gra
dients for the wafers with the micro heat pipe arrays consid
erably smaller than those obtained for the plain ungrooved 
wafers. At an input power 4 W, the maximum steady-state 
temperatures for the wafers with the micro heat pipe arrays 
were 68.0°C and 59.2°C for the rectangular and triangular 
arrays, respectively, while for the plain silicon wafer the max
imum wafer temperature was 82.1 °C. This resulted in decreases 
in the temperature gradients of approximately 11.4°C and 
16.2°C, respectively. Finally, as shown, incorporating an array 
of 39 micro heat pipes into a 2 cm x 2 cm wafer reduced the 
temperature gradient or slope of the temperature profile for 
both the array of rectangular micro heat pipes and the array 
of triangular micro heat pipes. This figure gives some indi
cation of the ability of the micro heat pipe arrays to reduce 
the thermal gradients or localized hot spots, which may result 
from highly active junctions. As a result of these reductions, 
significant improvements in the wafer reliability may be pos
sible. 
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Fig. 7 Comparison of the maximum chip temperature for wafers with 
and without micro-heat pipe arrays as a function of input power 

To determine the effect of variations in the input power on 
the maximum chip temperature, a series of tests were conducted 
in which the cooling bath temperature was held constant at 
15°C and the input power was varied incrementally. Using the 
IR thermal imaging system, the magnitude and location of the 
maximum chip surface temperature were identified and re
corded. Figure 7 illustrates the results of this series of tests for 
the arrays of rectangular and triangular micro heat pipes and 
the plain ungrooved wafers. As shown, the maximum surface 
temperatures for the wafers with the micro heat pipe arrays 
were both significantly lower than those obtained for the plain 
ungrooved wafer. The wafer with the array of triangular micro 
heat pipes exhibited the lowest maximum temperature values 
over the entire range of input powers evaluated. The size of 
the source-sink temperature difference for both arrays in
creased in direct proportion to the input heat flux and varied 
from almost zero at low power levels, 0.20 W, to a difference 
of approximately 14.1°C for the array of rectangular micro 
heat pipes and 24.9°C for the wafers with the array of tri
angular micro heat pipes at input power levels of 4 W. This 
figure again illustrates the effectiveness of the micro heat pipe 
array and clearly indicates the types of reduction that can be 
expected at higher power levels prior to dry out. 

In an attempt to quantify the experimental results better, 
additional data were taken from which an effective wafer con
ductivity could be computed using Fourier's law. The axial 
heat flux, that is, the heat transported through the wafer in 
the direction of the heat pipes, was computed by dividing the 
input power by the cross-sectional area of the wafer. This value 
was then divided by the average temperature gradient. This 
temperature gradient was obtained by computing the average 
temperature difference between a series of points located on 
the surface of the wafer directly over the heat source and the 
heat sink, as measured by the IR thermal imaging system. This 
quantity was then multiplied by the linear distance between 
the points at which these values were obtained. Using the 
methods first outlined by Kline and McClintock (1953), the 
experimental uncertainty associated with these values was es
timated to be approximately ±7.5 percent. 

As illustrated in Fig. 8, the effective thermal conductivity 
of the plain ungrooved silicon wafer decreased from approx
imately 200 W/m-°C at an input power of 0.5 W to a value 
of approximately 160 W/m-°C at an input power of 4.0 W.. 
These values correspond quite well with the thermal conduc
tivity data for silicon available in the open literature. Although 
the effective thermal conductivity for the plain ungrooved wa
fers shown in Fig. 8 is presented as a function of input power, 
it is clearly apparent that increases in wafer temperature result 
in decreases in the effective thermal conductivity. This trend 
is also consistent with the published thermophysical property 
data for silicon. In contrast, measurement of the effective 
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Fig. 8 Effective thermal conductivity for wafers with and without micro-
heat pipe arrays at an input power of 4.0 W and a sink temperature of 
15°C 

thermal conductivity of the wafer with the array of rectangular 
micro heat pipes resulted in a nearly constant value for the 
effective thermal conductivity of 210 W/m-°C, while the wafer 
with the array of triangular micro heat pipes resulted in a 
linearly increasing value of approximately 250 W/m-°C at 
input powers of 0.5 W to 290 W/m-°C at input powers of 4.0 
W. The increasing trend observed in the array of triangular 
micro heat pipes results from the increased driving potential, 
i.e., temperature gradient, occurring at higher input powers, 
which makes the heat pipes perform more effectively. The 
increased effective thermal conductivity of the wafers with 
micro heat pipes amounts to an increase of nearly 31 percent 
for the array of rectangular micro heat pipes and 81 percent 
for the array of triangular micro heat pipes when compared 
to the plain silicon wafer. The large differences observed be
tween the machined and etched micro heat pipe arrays may be 
the result of a combination of the rounded corner regions, 
which reduce the capillary pumping pressure and increase the 
liquid pressure drop in the channels, and the rough scaly de
posits occurring in the rectangular machined micro heat pipes. 

To determine the significance of these results, estimations 
of the thickness of a solid copper layer required to produce 
the same increase in effective thermal conductivity as the micro 
heat pipe arrays were made. At an input power of 4 W, a 
silicon/copper composite wafer having a copper layer nearly 
equal in thickness to that of the silicon wafer would be required 
to achieve an effective thermal conductivity equal to that of 
the silicon wafer incorporating the heat pipe array. For a power 
input equal to 2 W, a copper substrate thickness of approxi
mately 20 percent of the silicon wafer thickness would be 
required. 

Although not quantified in this investigation, the experi
mental investigation indicated that the transient thermal re
sponse of the wafers with the micro heat pipe arrays was 
significantly faster than for the plain ungrooved wafers. This 
was true for the arrays of both rectangular and triangular micro 
heat pipes. In all cases, the maximum wafer temperature and . 
steady-state temperature at the center of the wafer were achieved 
in a much shorter time frame for the wafers with the micro 
heat pipe arrays than for the plain ungrooved wafer. This trend 
became more evident with increasing input powers and was 
true for the entire steady-state temperature profile. This rapid 
response time is most likely due to a change in the time constant 
resulting from the vaporization and condensation processes 
occurring in the individual micro heat pipes. 

Conclusions 
An experimental investigation was conducted to verify the 

micro heat pipe concept and determine the potential advantages 
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of constructing arrays of rectangular or triangular micro heat 
pipes constructed as an integral part of semiconductor devices. 
Several silicon wafers were fabricated with distributed heat 
sources on one side and arrays of 39 micro heat pipes on the 
other. Using an infrared thermal imaging unit, the temperature 
gradients and maximum localized temperatures were measured 
for the wafer with the micro heat pipe array and compared 
with the results obtained for a plain ungrooved wafer. In this 
way, the magnitude of the thermal enhancement resulting from 
the micro heat pipe arrays could be determined. 

The results of this comparison indicate that incorporating 
arrays of micro heat pipes as an integral part of semiconductor 
chips can significantly decrease the temperature gradient across 
the chip, decrease the maximum chip temperature, and de
crease the number and intensity of localized hot spots. For 
silicon wafers with an array of 39 rectangular micro heat pipes 
45 iim wide and 80 p.m deep and a cross-sectional porosity of 
1.87 percent, reductions in the maximum chip temperature of 
approximately 11.4°C and increases in the effective thermal 
conductivity of approximately 31 percent were measured for 
input power levels of 4 W. For silicon wafers with an array 
of 39 triangular micro heat pipes 120 ^m wide and 80 fim deep 
and an cross-sectional porosity of 1.85 percent, reductions in 
the maximum chip temperature of 16.2°C and increases in the 
effective thermal conductivity of approximately 81 percent 
were measured for input power levels of 4 W. In addition to 
the reductions in maximum chip temperatures and substantial 
increases in the effective thermal conductivity, the incorpo
ration of the micro heat pipe array was found to improve the 
transient thermal response of the wafers significantly. 

While the percentage increase in the effective thermal con
ductivity of the wafer with the array of rectangular micro heat 
pipes was somewhat lower than the value predicted by Mallik 
et al. (1992), 40 percent, the percentage increase for the array 
of triangular micro heat pipes was significantly higher. The 
experimental results clearly indicate that while the number and 
cross-sectional array density of the triangular and rectangular 
micro heat pipe arrays are equal, the performance of the etched 
triangular heat pipe is significantly better. This increased per
formance of the triangular heat pipe array is the result of 
reductions in the amount of residue in the micro channels and 
improvements in the shape of the corner regions. As mentioned 
previously, increased heat flux in the evaporator causes the 
meniscus to recede into the corners. In the triangular heat pipes 
this meniscus recession causes a reduction in the capillary ra
dius, and hence, an increase in the capillary pumping pressure. 
In the rectangular heat pipes the rounded corner regions pre
vent this decrease in the capillary radius and hence the capillary 
pumping pressures are smaller. 

Although not addressing several important issues such as 
the effect of the size and shape of the micro heat pipes, the 
effect of variations in the heat pipe array density, and/or 
performance degradation with respect to time, it is clear from 
these results that incorporation an array of micro heat pipes 

as an integral part of silicon wafers can significantly improve 
the performance and reliability of semiconductor devices, by 
increasing the effective thermal conductivity, decreasing the 
temperature gradients, and reducing the intensity and number 
of localized hot spots. 
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Heat Transfer and Thermoelectric 
¥oltage at Metallic Point Contacts 
Metallic point contacts have been extensively studied from the viewpoint of their 
interesting, and often nonlinear, electrical properties. Their thermal characteristics, 
however, have largely been ignored, even though they show great potential as mi-
croscale temperature sensors. It has been previously demonstrated that when a 
temperature drop exists across a point contact consisting of two identical metals, a 
thermoelectric voltage can be generated, provided the mean contact radius is com
parable in size to the electron mean free path. In the present experimental study, a 
point contact is formed by pressing a sharply etched Ag whisker against either an 
Ag or a Cu flat plate. In addition to confirming the previous results, the feasibility 
of using such a point contact is demonstrated by calibrating the voltage output 
against the nondimensionalized plate temperature. Furthermore, the thermoelectric 
voltage at an Ag-Cu point contact is also presented, showing that a point contact 
made from dissimiliar metals is even more promising than one made from identical 
materials. Finally, the point-contact thermal resistance is shown to depend nonlin
ear ly on the electrical resistance, or contact area, and on the temperature drop. 

Introduction 
Point-contact spectroscopy has yielded much valuable in

sight into the fundamental nature of electron-phonon inter
actions (Jansen et al., 1980; Yanson, 1983). In particular, the 
contact achieved by pressing a sharply etched metallic whisker 
against a flat surface has proven to be a convenient technique 
for producing a point contact (PC) having dimensions less 
than, or of the same order, as the electron mean free path le. 
A contact of such minute size generally gives rise to interesting 
nonlinear (non-Ohmic) electrical behavior. What has not, how
ever, been thoroughly investigated is the thermal behavior of 
a PC. In particular, the PC thermal resistance has not been 
measured. This is of fundamental interest because in the local 
region surrounding the PC, the electrons and phonons, which 
are the primary heat carriers in solids, are not in equilibrium 
with each other, implying that the heat flow and thermal re
sistance at the PC may be substantially different from those 
of a contact of larger dimensions. In fact, it has already been 
demonstrated that a thermoelectric voltage can be generated 
at a PC between two identical metals, provided a temperature 
difference exists across the PC (Shklyarevskii et al., 1986; 
Bogachek et al., 1985). 

Point contacts are also of considerable practical importance. 
For example, the dimensions of electric contacts in contem
porary microelectronic circuits can be less than le, especially 
in low-temperature electronics. The heat transferred across 
such PCs may affect the operating temperature of some de
vices. Furthermore, the demonstrated thermoelectric potential 
at PCs suggests they could be used as enhanced thermoelectric 
coolers (Gerlach-Meyer, 1984), and that etched metallic whis-
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kers may be useful as microscale temperature sensors, which 
would be capable of probing the temperature of the flat surface 
on the length scale of the whisker tip. Demonstrating the fea
sibility of this kind of microscale sensor, for PCs made from 
both similar and dissimilar metals, along with measuring the 
PC thermal resistance, are the primary subjects of the present 
investigation. 

The electrical and thermal characteristics of both Ag-Ag 
and Ag-Cu PCs are determined experimentally by pressing an 
etched Ag wire against a flat plate of Ag or Cu. The experiment 
is conducted for temperatures ranging from nearly 80 K to 
room temperature using a closed-cycle refrigeration system. 
The results indicate that the PC thermoelectric voltage depends 
approximately linearly on the nondimensionalized temperature 
drop across the PC, and that the thermal resistance is different 
from that predicted earlier from an electrical analogy (Gerlach-
Meyer, 1984), and becomes nonlinear as the temperature drop 
becomes large. 

Experiment 

Apparatus. The cryogenic temperatures necessary for 
achieving a sufficiently long le are achieved using a Daikin 
Cryo Kelvin-SL closed-cycle refrigeration system. The exper
imental apparatus depicted in Fig. 1 rests at the top of the 
refrigerator's cooling column, and is enclosed within a vacuum 
shroud. The 0.3-mm-thick flat plate, of either Ag or Cu, is 
mounted on the "low-temperature stage" and is maintained 
in a roughly isothermal condition, while the support for the 
whisker is mounted on the " high-temperature stage." The low-
temperature stage is the Cu cooling finger of the closed-cycle 
refrigerator. In this way, a temperature drop can usually be 
maintained across the PC such that the heat flow is directed 
from the whisker down to the flat plate. Through the use of 
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Fig. 1 Experimental apparatus

achieved by a vacuum-compatible micropositioner (Newport
M-MT-XYZ). The vertical position was intended to be further
manipulated by a piezoelectric actuator (NEC ASB009A) that
offers a maximum extension of about 50 !-tm at room tem
perature. In our experimental arrangement, the whisker was
first manually positioned near the flat plate while at room
temperature, so that when the vacuum shroud was in place,
voltage could be applied to the piezoelectric actuator to extend
the whisker toward the flat plate. In practice, however, the
thermal contraction due to the cryogenic operating tempera
tures, coupled with the decreased performance of the piezo
electric actuator, made it difficult to control the height of
whisker above the flat plate with the piezoelectric acl:uator
Therefore, contact was usually ensured at room ternpercLtUire
by firmly pressing the whisker against the flat plate with
micropositioner, and thus the point contact area could not
effectively controlled during the experiment. In retrospect,
practice of other authors (Shklyarevskii et aI., 1986),
controlled the vertical positioning of the whisker by a
ential screw mechanism, appears to be more practical.
problems with whisker positioning during the experiment
perhaps also be remedied through the use of a remotely
trolled micropositioner.

The thermocouples are all Au + 0.07 percent Fe/'chronrlel.
Referring to Fig. 1, Twh , Tp , and Tref are ordinary
couples, while !:J.Twh is a differential thermocouple, in
the middle loop is composed of chromel. The length of
Ag whisker between the two junctions of !:J.Twh is 31.5

Fig. 2 Microphotograph 01 the etched Ag whisker. The nominal di·
ameter 01 the Ag whisker is 0.3 mm.

High Temp.
Stage

o

~--1f-----+-Low Temp.
Stage

Ag or Cu

~~"'4~:;--r,~--~-Plate

XYZ

c::::;::==;:::;-n.~L,~M~ic~ro~,poSitioner

Ag or Cu
Wires ---,---cor>- I

Cu Wires

Piezoelectric
Actuator

To Pin Connector
and Ambient Temperature

the heater embedded in the low-temperature stage, however,
the direction of the temperature drop can be reversed.

The Ag whisker is fabricated by repeatedly etching a 0.3
mm-dia Ag wire in a 3 M KOH aqueous solution, at a low
voltage of 1-3 V, until the wire tip appears to be sharply pointed
(Dozier and Rodgers, 1964). A microphotograph of the whisker
tip before the experiments were performed is presented in Fig.
2. Note here that a relatively large-diameter Ag wire is used
for the whisker; in an earlier study, the whisker diameter was
only 50-100 !-tm (Shklyarevskii et aI., 1986). The thicker wire
is used here in order to simplify the attachment of the ther
mocouples and electrical leads, although the required etching
period is lengthened compared with that for a smaller wire.
The radius of contact, a, between the whisker and the flat
plate, based on the electrical resistance Rei, varies from about
10 nm up to almost 10 !-tm, although as explained later these
values are likely to underestimate a.

Three-dimensional manual positioning of the whisker was
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The combination of a differential thermocouple and two or
dinary thermocouples allows both the temperature drop at the 
point contact, AT, and the heat flow in the Ag whisker, q, to 
be determined. The thermocouples Twh and ATwll are made 
from 76-/tm-dia wire, while the other thermocouples are made 
from 203-jun-dia wire. The thermocouples are mounted using 
GE7031 Varnish, which provides for good thermal contact, 
but still electrically insulates the thermocouples from their 
mounts. 

The wires connecting the whisker and the plate to the junc
tion mounted on the high-temperature stage are composed of 
the same material as the whisker and the plate, respectively. 
For example, an Ag plate is connected with Ag wires, but a 
Cu plate is connected with Cu wires. This makes Tref the "ref
erence temperature," but actually this temperature is only im
portant when the Ag whisker is used with a Cu plate, as will 
be discussed later. The reference point for all the thermocou
ples is the pin connector at the vacuum shroud, the temperature 
of which is measured with a conventional Type T thermocou
ple. 

The various output voltages are monitored with an Eto Elec
tric Co. Thermodac III Thermal Data Acquisition System. The 
reported accuracy of this device is ±5 fiY. 

Procedure. Data are taken both while the refrigerator is 
cooling down and while it is heating up, which provides a 
variety of temperature differences across the point contact. At 
a given temperature, the measurement sequence progresses in 
this way: The PC electrical resistance Re/ is determined using 
a four-wire technique and an electrical current / of usually 10 
mA. The voltage across the PC ( V), I, and the thermocouple 
voltages are all recorded at this time. Immediately afterward, 
the current is switched off so that the thermoelectric voltage 
(if any) can be monitored, and again V and the thermocouple 
voltages are recorded. The two sets of thermocouple voltages 
are averaged to give the temperature data provided below, 
although the difference between the two sets of thermocouple 
readings is always within the accuracy of the measurement 
system. 

Originally, it was desired to vary Rei (at a given temperature) 
by controlling the whisker height through the piezoelectric 
actuator. However, as mentioned above, in practice this proved 
to be nearly impossible. Thus, generally data were obtained 
for only one value of Rei at any given temperature. 

Uncertainty. The uncertainty analysis is conducted in the 
manner described by Holman (1984). The thermocouples are 
calibrated against a Pt resistance thermometer to within ±0.5 
K. Using this value and taking into account the other inac
curacies gives maximum uncertainties of ± 1 mW for the heat 
flux, ± 162 K W"1 for the thermal resistance, and ±5 mQ for 
the electrical resistance. The voltage uncertainty is determined 
by the accuracy of the data acquisition system ( ± 5 /*V). In 
Figs. 3-6, error bars are given for representative data points. 

Calculation of the Desired Results 
The desired output parameters are the thermoelectric voltage 

V, the PC electrical resistance Reh the plate temperature Tp, 
the PC temperature drop AT, the whisker heat flow q, and 
the PC thermal resistance Rlh. The quantities V and Tp are 
determined directly from the measurements, but some calcu
lation is required for the others. 

Whisker Heat Flow q. The whisker heat flow can be cal
culated from Twh, Tx = Twh - ATwh (the temperature at the 
lower junction of ATwh), and kAg, the temperature-dependent 
thermal conductivity of silver: 

A fTwh 

g = - \ T i kAgdT (1) 

> 40 

-20 

A 3 < Rei < 20 mfl 

o 23 < Rei < 69 mQ 

n 107 < Rei < 153 mil 
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Fig. 3 Thermoelectric voltage generated at an Ag-Ag point contact 

where A is the whisker cross-sectional area and Ax is the dis
tance between the junctions of ATwh (31.5 mm). Values for 
kAe as a function of temperature are given by Touloukian et 
al. (1970). 

Point-Contact Temperature Drop AT. The plate temper
ature Tp is already known, but the temperature of the whisker 
just above the constriction of the whisker tip must be extrap
olated from Ti: 

qh 
TP + AT= 

kAgA 
(2) 

where h is the distance between the lower junction of ATwh 

and the PC (4 mm). Here, kAg is evaluated at Tx. The PC 
temperature drop AT, which includes the temperature drop 
across the constriction of the whisker tip, can be determined 
directly from Eq. (2). 

Point-Contact Thermal Resistance Rth. The PC thermal 
resistance is defined and calculated in the following manner: 

AT 
R,k = — (3) 

q 
Point-Contact Electrical Resistance Ra. The relatively long 

distance between the whisker current and voltage taps and the 
PC (35.5 mm) can result in the resistance of the whisker itself 
becoming a significant fraction of the measured electrical re
sistance across the point contact. In the results for Re/ given 
below, the whisker resistance is subtracted from the measured 
resistance Rm: 

Re, = Rm-r-^-

in which 

(TP + AT) } T p + A T 

rAgdT 

(4) 

(5) 

where ravg is the average resistivity, rAg is the electrical resistivity 
of bulk silver, and L is the whisker length (35.5 mm). Values 
of rAg as a function of temperature are taken from Hellwege 
(1982). 

Results and Discussion 
Representative data of the thermoelectric voltage generated 

at an Ag-Ag PC are presented in Fig. 3. The voltage is plotted 
versus the nondimensional PC temperature drop AT/TP, with 
the PC electrical resistance being treated as a variable param
eter. Horizontal and vertical error bars are given for one point 
in each set. For contrast, the thermoelectric voltage for large 
contacts, which is exactly zero, is also given. The plotted data 

Journal of Heat Transfer AUGUST 1993, Vol. 115 / 759 

Downloaded 13 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



represent the results of several experimental runs conducted 
on different days, where the set of data for a given range of 
Rei includes all the data for that range of Re/. From the figure, 
it can be concluded that the PC thermoeletric voltage increases 
with AT/TP, at least for the measured temperature range (85 
K < Tp < 307 K, 0.8 K < I ATI < 75.5 K). 

Converting the measured thermoelectric voltages into the 
absolute PC thermopower Spc would be the best way of pre
senting the data. However, that transformation is not practical 
in the present case, since the temperatures on both sides of the 
PC are allowed to vary, so that it is impossible to determine 
a unique value of Spc for each measured voltage. Therefore, 
an alternative method of nondimensionalizing the temperature 
drop, as shown in Fig. 3, had to be developed. Nondimen
sionalizing the temperature drop in this manner is convenient 
if the PC is to be employed to measure the local temperature 
of the flat plate. Once a calibration curve for a particular value 
of Re/ is identified, which can be based not only on the tem
perature drop just across the PC, but, for instance, on the 
temperature drop between the flat plate and the top of the 
whisker, the measured PC thermoelectric voltage and electrical 
resistance determines a unique value of AT/TP. For example, 
AT/TP can be expressed as (Twh - Tp)/Tp, where Twh is known 
independently. The plate temperature Tp can then be easily 
calculated from the measured Fand the appropriate calibration 
curve, since Tp is the only remaining unknown parameter. 

A qualitative explanation for the thermoelectric voltage at 
a PC between identical metals having dimensions comparable 
to 4 has been presented (Shkylarevskii et al., 1986; Bogachek 
et al., 1985). The absolute thermopower S of a bulk metal has 
two primary contributions: 

S = Se + Sph (6) 

where Se represents the component of S due to electron dif
fusion, and Sph is the component due to "phonon drag." 
Electron diffusion in the presence of a temperature gradient 
along a bulk metal gives rise to a measurable thermopower 
because the electrons at the higher temperature diffuse faster 
than the electrons at the lower temperature, leading to an excess 
number of electrons at the lower-temperature portion of the 
metal, and hence produces an electric field. On the other hand, 
"phonon drag" describes the effect caused by the interaction 
between phonons and electrons in a temperature gradient. The 
temperature gradient results in a flow of phonons from the 
higher to the lower-temperature regions. The phonons scatter, 
or collide, with the electrons, and thus transfer part of their 
momentum to the electrons. These electrons will then have a 
preferential momentum directed toward the lower-temperature 
region, leading again to an excess number of electrons at that 
point and a subsequent electric field. 

In our experimental arrangement for the Ag-Ag PC, the 
measured voltage can be generally described by (Shklyarevskii 
et al., 1986) 

\-AT 

J T 
(oAg — Spc)dT (7) 

If we assume that Spc also has two primary components, Sp 
and Sg, Eq. (7) can be written as 

.Tn + AT pip + ai 

V=\ l(SAi + Sp
A

h
g)-(Spc + Sp'!)]dT (8) 

According to the theory (Shklyarevskii et al., 1986; Boga
chek et al., 1985), at temperatures much less than the Debye 
temperature dD, Se

AG and Spc effectively cancel each other, 
leaving the voltage to be described by the difference between 
SPAg and Sp

p
h
c. However, if the PC has dimensions comparable 

to, or less than, 4, the interaction between the electrons and 
the phonons, along with Sfc, will be significantly reduced. 
Thus, by this argument Kis essentially the integral of Sp

Ag from 
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Fig. 4 Thermoelectric voltage generated at an Ag-Cu point contact. 
The whisker is Ag, while the plate is Cu. 

Tp to Tp + AT. The generally consistent trend for the ther
moelectric voltage to increase with increasing nondimension-
alized temperature suggests the potential for using an 
individually calibrated PC as a microscale temperature sensor. 

There are potential advantages to be gained by using a PC 
consisting of two different metals, i.e., the whisker is made 
of one metal, while the plate is made of another. In such a 
case, the usual thermoelectric voltage generated at a junction 
of dissimilar metals is added to the effect of the point contact. 
For example, in our experimental arrangement for a Cu plate 
contacting an Ag whisker (see Fig. 1), 

JTKf 
(SAt-SCtt)dT+ (SA%-Spc)dT (9) 

which suggests that for optimized choices of the two metals 
and TK{, the PC thermoelectric voltage can be substantially 
enhanced. 

The thermoelectric voltage produced by such an Ag-Cu PC 
is presented in Fig. 4. With few exceptions, V exhibits a very 
consistent linear increase with increasing AT/TP. In fact, the 
data tend to lie on the same line, even though Rel varies by an 
order of magnitude. It is important to note here that because 
of our experimental arrangement, TKf did not differ from Tp 

by more than 18 K, thus decreasing the potential for the first 
term in Eq. (9) to significantly increase the measured voltage. 
It is difficult to include a meaningful curve in Fig. 4 of the 
bulk contribution to V, that is, of the first integral in Eq. (9), 
since Tre! varied considerably throughout the experiment. An 
estimate of the maximum bulk contribution is about 7 /tV, 
suggesting that Spc for the Ag/Cu PC must be different from 
that for the Ag/Ag PC. The data in Fig. 4 indicate further 
experiments should be performed in which I Tp - TTe[\ should 
be made as large as possible, along with choosing metals for 
the PC having a large difference in their absolute thermoelectric 
power. 

The point-contact thermal resistance is plotted versus the 
point-contact electrical resistance in Fig. 5. Both sides of the 
contact are Ag. The calculated line is the theory of Gerlach-
Meyer (1984), which predicts that for the entire range of le/a, 
where a is the mean contact radius, the ratio of the PC electrical 
(Rei) and thermal (Rlh) resistances is constant and is given 
by 

Rth 

Rel 

1 
rAgkA 

(10) 

Here, average values of rAg and kAg are assumed: rAg = 9.6 
x 10~9 Q m, and kAg = 433 W KT1 m"1 . From the figure, 
the data and the theory diverge as Rd increases. Since Rei

is 

inversely related to the contact area (Gerlach-Meyer, 1984), 
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Eq. (10) appears to be unsatisfactory as le/a becomes large. 
Assuming that the metal surfaces are free of any oxide layers, 
the contact radius a can be estimated using either of two for
mulae (Gerlach-Meyer, 1984): 

(Hfl) a 

h 
—— oo: 
a 

2Rel 

a WML 
(11*) 

Equation (11a) is good for large contacts, while Eq. (lib) is 
good for small contacts. Using rAg = 9.6 x 10~9fim, which 
is a mean value for the temperature range of Fig. 5, and 
employing the Drude relation 

rle~Ne2 (12) 

where m is the electron rest mass, ty is the Fermi velocity, N 
is the electron number density, and e is the electron charge, 
gives le = 88 nm, where in this calculation the values of N 
(5.85 x 1028 m"3) and ty(1.39 x 106 m s"1) appropriate for 
Ag at room temperature are taken from Kittel (1986). Picking 
a typical value for Rd, say, Rei = 100 mQ, yields a = 48 nm 
(le/a = 1.8) from Eq. (11a), and a = 46 nm (le/a = 1.9) 
from Eq. (HZ?). However, in light of the assumption of per
fectly clean metal surfaces, these estimates of a are expected 
to be much less than the actual value of a, since the presence 
of an oxide layer contributes significantly to Rei. 

Equation (10) relating Rlh and Reh which was derived by 
assuming a direct analogy between the PC electrical and ther
mal resistances (Gerlach-Meyer, 1984), is apparently not valid 
for the present data, especially for small contact areas. One 
possible explanation of the discrepancy lies in the probable 
existence of a nonconducting oxide layer at the surface of the 
Ag plate. The additional electrical resistance due to an oxide 
layer is not considered by the theory, and thus for a given 
value of Rlh, Rel should be larger than what the theory predicts, 
as indicated in Fig. 5. Indeed, it has been proposed that electron 
tunneling through a surface oxide layer can cause a thermoe
lectric voltage between contacting identical metals in the pres
ence of a temperature gradient (Majumdar, 1992). At this time 
it is unclear whether the measured thermoelectric voltages are 
due to electron tunneling through the oxide layer, reduction 
of the phonon drag in the vicinity of the point contact, or a 
combination of both mechanisms. 

Finally, Fig. 6 shows how q varies with AT for various 
temperatures. Both sides of the contact are Ag. Horizontal 
and vertical error bars are included for selected points, but are 

not visible on this scale. The point-contact electrical resistance 
is not held constant. The data suggest that q depends linearly 
on AT for small values of AT ( - 2 0 K < AT < 20 K), but 
becomes nonlinear as AT increases. There may be some effect 
of the plate temperature, since no single group of data spans 
the entire range of AT, but this does not seem to explain the 
entire deviation from the linear behavior. It appears, then, 
that Rth is roughly constant for - 2 0 K < AT < 20 K, but 
increases rapidly for AT > 20 K. This result is of crucial 
importance in the thermal design of any application involving 
heat transfer through point contacts; if the temperature drop 
is relatively high, the thermal resistance will be much higher 
than that in the linear regime. 

Conclusions 

The thermoelectric voltage and heat transfer at Ag-Ag and 
Ag-Cu point contacts are investigated experimentally by press
ing a sharply etched Ag whisker onto a flat plate. It is verified 
that a thermoelectric voltage is generated at a point contact 
between identical metals. The potential of metallic point con
tacts, especially those composed of dissimilar metals, to be 
used as microscale temperature sensors is demonstrated. In 
particular, a convenient method of expressing the thermoe
lectric voltage is to plot the voltage against the point-contact 
temperature drop divided by the plate temperature. In this 
way, provided the temperature is known somewhere in the 
whisker, the thermoelectric voltage can be calibrated against 
the plate temperature for a given point-contact electrical re
sistance. Point contacts constructed from dissimilar metals are 
especially promising because the normal Seebeck effect is added 
to the point-contact thermoelectric voltage, and thus the volt
age output of the point-contact will be increased through proper 
choice of reference temperature and junction metals. 

The dependence of the point-contact thermal resistance on 
the electrical resistance differs substantially from a theoretical 
relation presented by Gerlach-Meyer (1984), which assumes an 
analogy between electrical and thermal resistance. The dis
crepancy is especially large for high electrical resistances where 
the point-contact area is very small. A new theoretical de
scription of point-contact thermal resistance—one that takes 
into account the surface oxide layer that is inevitably present— 
is apparently required. 

Finally, it is demonstrated that the heat flow across the point 
contact depends linearly on the temperature drop for small 
temperature drops, but becomes nonlinear for large temper
ature drops. From this behavior, it can be judged that the 
thermal resistance at the point contact is approximately con
stant for small temperature drops, but outside of this linear 
regime increases rapidly with increasing temperature drop. This 
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result suggests that the thermal resistance, for large temper
ature drops, of devices containing small heat transfer contact 
surfaces, like those found in microelectronic circuits, may be 
underestimated if the thermal design only considers their linear 
behavior. 
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This section contains shorter technical 
for full papers 

Thermal Contact Resistance Between 
Two Flat Surfaces That Squeeze a 
Film of Lubricant 

A. Bejan1'2 and Al. M. Morega2 

Nomenclature 

b = fluid mechanics dimensionless group, Eqs. (7) and 
(12) 

c = fluid specific heat at constant pressure 
F' = force per unit length 

g = gravitational acceleration 
G = heat transfer dimensionless group, Eq. (27) 
h = film thickness 

ho = initial film thickness 
H = dimensionless film thickness = h/h0 

k = fluid thermal conductivity 
L = length, Fig. 1 

m" = mass per unit area > 
P = pressure 

P0 = ambient pressure 
a" = instantaneous heat flux 
qt = heat flux when the film is absent, Eq. (28) 

Q" = time-integrated heat transfer interaction, Eq. (30) 
Qt = time-integrated heat transfer interaction when the 

film is absent, Eq. (31) 
7? = disk radius 
t = time 

tf = time scale of free fall 
t„ = time scale of viscous damping, Eqs. (6) and (12) 
T = temperature 
Ts = film-solid interface temperature, Fig. 1 
T0 = temperature of isothermal solid, Fig. 1 

T„ = initial temperature of lower solid, Fig. 1 
AT = temperature difference scale = T0- T„ 

u, v = velocity components in the (x, y) directions 
x, y = Cartesian coordinates, Fig. 1 

a = fluid thermal diffusivity 
i} = solid similarity variable =y/(ast)

W2 

9 = dimensionless solid temperature, Eq. (19) 
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ds = dimensionless film-solid interface temperature, Eq. 
(19) 

H = viscosity 
p = fluid density 
T = dimensionless time=f/r„, Eqs. (10) and (13) 

<p = instantaneous insulation factor, Eq. (29) 
* = integral insulation factor, Eq. (32) 

( )s = solid 

1 Objective 
In this paper we describe the most fundamental features of 

the time-dependent transfer of heat between two bodies that 
make contact across a thin film of lubricating fluid. The fluid 
is gradually squeezed out of the contact region as the two 
bodies are pressed against each other. This type of thermal 
contact resistance (i.e., wet, or lubricated) is extremely com
mon, for example, in the valves and seats and many other 
parts of reciprocating engines. The most accessible (i.e., slow
est) visualization of the lubricated thermal contact occurs dur
ing the making of multiple copies on an office copy machine: 
Each new copy (a hot sheet) falls on the stack of older copies 
(cold), while floating on a thin layer of air. The modern re
search on thermal contact resistance was reviewed by Fletcher 
(1978) and Yovanovich (1986), who showed that the thermal 
resistance associated with time-dependent contact has been 
documented only for circumstances where the contact area is 
dry. 

2 The Fluid Mechanics Problem 
Consider first the contact made by a plane two-dimensional 

body with another plane body covered with a film of fluid. 
The two bodies are pressed against one another with a constant 
(steady) force. The spacing between the two plane surfaces 
and the constant force are illustrated by the model presented 
in the upper left corner of Fig. 1. The first surface is modeled 
as a rigid horizontal plate that is constantly pushed down by 
the constant force of gravity. The second surface is the hor
izontal base plane y = 0. The plate is initially horizontal at the 
height h0, which is much smaller than the plate length L. The 
fluid trapped between the plate and the base is squeezed to the 
left (x<0) and the right (x>L) as the plate falls. 

The t~oo (or h — 0) limit of this flow is a classical solution 
known in the field of tribology (Stefan, 1874; Cameron, 1981; 
Fuller, 1984). We use this opportunity to generalize this so
lution to shorter times that begin with the moment / = 0 when 
the top plate begins to move. The Reynolds-simplified mo
mentum equation (e.g., Batchelor, 1967) and the no-slip con
ditions (w = 0, at y = 0, h) yield 

1 8P 
u(x,y,t) = — — (y2-hy) (1) 
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Fig. 1 Two-dimensional film squeezed by two flat surfaces that are 
pressed against one another (top), and the general solution for the ev
olution of the film thickness (bottom) 

in which P=P(x, t). By integrating the mass conservation 
equation across the gap, combining it with Eq. (1), integrating 
twice in x subject to the ambient pressure condition P = P0 ed 
the two openings (x = 0 and x = L), we obtain 

P(x, t)-P0=(x2-
6ixdh 

(2) 

The total force (per unit length) supported by this pressure 
excess is given by the integral 

Let m " represent the plate mass per unit area, or m" gL the 
force with which one body is being pressed against the other. 
The vertical motion of the plate is governed by Newton's sec
ond law, 

„ d2h 
• F' —m"Lg (4) 

which reveals two characteristic time scales. In the beginning, 
when the motion starts from rest (dh/dt = 0), the damping force 
F' is smaller than the weight in"Lg. The time in which the 
height ho would be traveled is the Galilean (free fall) time scale 

Later on, when the plate almost touches the base, the left-
hand side (inertia term) of Eq. (4) is negligible, and the time 
scale is governed by the viscous flow in the gap, 

'--^-(rV (6) 

m g \hQJ 

The ratio of the two time scales is the new dimensionless group 
b = -^--

IxL 
(7) 

ts-m"h^gxn 

The order of magnitude of this group distinguishes between 
motions that approach the free fall limit (b< < 1), and motions 

that are controlled by the viscosity of the fluid squeezed in the 
gap (b>>\). 

The problem that describes the vertical motion of the plate 
can be nondimensionalized as 

d2H 1 dH 
b2 dr2 i / 3 dr 

+ 1=0 

H=\, and 
dH 

dr = Oat T = 0 

where 

hit) m g 
/ / ( T ) = - H " and r = t 

h0 ii 

(8) 

(9) 

(10) 

One contribution of this formulation is that it shows that the 
known long-time limit corresponds to the range b>>l. In 
this limit the first term in Eq. (8) can be neglected, and, subject 
to the initial condition h = h0 at t = 0, the solution is expressible 
analytically 

H=(2r+iy (11) 

The solution to the complete problem, Eqs. (8)-(10), was ob
tained numerically and is described below. 

The case where the surface of body No. 1 (Fig. 1) is shaped 
as a disk of radius R can be analyzed in a step-by-step identical 
way. Due to space limitations, we report only the conclusion: 
The problem that must be solved to determine the spacing 
history h(t) can be stated in terms of exactly the same Eqs. 
(8) and (9), provided the b and tv definitions (7) and (6) are 
replaced with 

02 / - W 3/xi^ 

'2m"hlngl/2' t„ = -
3/z 

2m" g 
(12) 

This means that when the contact area is a plane disk, the 
dimensionless time T = t/t„ is defined by the relation 

2m"g (h0\
2 

The H(T, b) solution to Eqs. (8) and (9) is presented in the 
lower part of Fig. 1. The Cauchy problem for this nonlinear 
ordinary differential equation was solved numerically by using 
an adaptive, 4/5-order Runge-Kutta with error per time step 
(EPS) control scheme. The local truncation error was set to 
10~6 for the entire integration interval, 0 < T < 50. Figure 1 
confirms the scaling conclusions reached in this section. When 
tf>tv (or b<\), the film thickness evolves according to two 
different regimes, free fall (t<tf, or T < & _ 1 ) followed by vis
cous damping (t>tj, or r>b~l). Only in the viscous damping 
regime does the H versus T curve approach Eq. (11). 

3 Experiment 
The flow determined in section 2 was tested using the ap

paratus sketched in Fig. 2. A smaller apparatus had been used 
by Needs (1940) to test the t— o° limit. In Fig. 2, a layer of 
highly viscous fluid (honey or corn syrup) was squeezed be
tween two horizontal sheets of glass. Seen from above, the 
lower sheet was shaped as a square with a side of 55 cm, and 
served as the bottom of an enclosure made of 1-cm-thick Plex-
iglas sheet. The upper glass sheet was a 39-cm-dia disk glued 
to a similar disk of Plexiglas, and mounted perpendicularly 
on a 5-cm-thick teflon shaft. The latter could slide vertically 
(with negligible lateral play) through a carefully machined sleeve 
attached to the lid of the square-based enclosure. The shaft 
and disk assembly was loaded at the top with an axial weight, 
to reduce the buoyancy effect due to the gradual sinking of 
the disk into the viscous fluid. 

Each experiment consisted of: (1) bringing the disk in contact 
with the free surface of the fluid, (2) releasing the shaft man-
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Fig. 2 Experimental apparatus, and a comparison between tour sets 
of h(t) measurements and the asymptote Eq. (14) 

ually, and (3) recording photographically the instantaneous 
distance h between the glass sheets versus time. The vertical 
motion was monitored by focusing the camera on a set of 
markers (thin rings, 2 mm apart) cut into the teflon shaft. The 
experiment was designed to be "large" and "slow" (the drop 
would last approximately one minute), to guarantee a high 
accuracy for the h measurement versus t. The time measure
ment was accurate within 0.1 s: It was indicated by a digital 
stopwatch attached to the shaft, and photographed along with 
the thin rings. The h measurement was accurate within 0.1 
mm, as the photographs of the thin-rings region were blown 
up to page size. The total travel of the disk during one ex
periment was approximately 1 cm. The gap between the glass 
sheets was of the order of 2 mm at the end of each experiment. 

The apparatus design was also influenced by the observation 
that the theoretical h(t) curve for long times ( T > > 1) is in
dependent of the initial thickness h0, which was not measured. 
Indeed, in this limit, Eq. (11) and the r definition (13) for the 
plane disk yield 

, \ 1/2 

* ' ( T > > 1 ) (14) 
h_ 

R Am gt 

This asymptotic behavior is plotted in Fig. 2 alongside the data 
collected during four experiments. It is clear that the four sets 
of measurements approach one another and Eq. (14) as time 
increases. The set of honey data indicated by solid squares is 
below the other sets because in this run the disk was released 
from a lower initial height. The slope of the experimental curves 
at large times is somewhat smaller (less steep) than Eq. (14) 
because of a small buoyancy effect, which becomes more im
portant as t increases. 

The experimental data were plotted after measuring the vis
cosity of the squeezed fluid with a Cannon-Fenske 600-F622 
viscosimeter, namely, ^ = 87.6 g/cm • s for the particular honey 
used, and /x = 40.4 g/cm-s for the corn syrup. Both viscosities 
correspond to 28°C, which was the laboratory temperature 
during experiments. The measured viscosities have a relative 

error of 0.1 percent, which also represents the uncertainty in 
evaluating the group m " gt/jx, because the m " uncertainty was 
less than 0.01 percent. 

4 The Heat Transfer Problem 
Consider now the time-dependent transfer of heat between 

the two bodies, across the thin film of fluid (Fig. 1, upper 
right). Initially, the bodies are isothermal and at different 
temperatures, T0 and Tx. The classical solution to the contact 
between two semi-infinite bodies without fluid film (Incropera 
and DeWitt, 1990) has shown that, as the time increases, one 
body remains essentially isothermal (and controls the interface 
temperature) when its pck product is sufficiently greater than 
the pck value of the other body. To focus on the complexities 
associated with the behavior of the fluid film, in this study we 
make the simplifying assumption that the two pck values are 
sufficiently dissimilar so that we can model one of the two 
solids as isothermal for t>0. In the coordinate system sketched 
in the upper-right corner of Fig. 1, the upper solid was des
ignated as isothermal, T0. The properties of the lower solid 
are ps, cs, ks, and as. 

The process of time-dependent conduction that occurs in 
the lower solid is one-dimensional (vertical in Fig. 1), when 
the contact area is sufficiently wide, or as sufficiently small, 
so that the conduction penetration depth (ast)

yl is small, that 
is, (ast)

l/2< <(L, R). This conduction process is governed by 
the dimensionless equation, initial and boundary conditions 

(15) 

(16) 

(17) 

(18) 

where 

96» d2e 
9T d?) 

0 = 0 at T = 0 

d = 6s(j) at 17 = 0 

0^0 as ??~ oo 

T-T* Ts(0-
rj-i ri~i » US\ ' ) m 

-T» 
T0-T, 

(19) 

are the solid temperature and the interface O = 0) temperature. 
The dimensionless time T was defined earlier in Eqs. (10) or 
(13), namely r = t/tv. The dimensionless conduction distance 
17 is the actual distance y referenced to the conduction pene
tration depth, •t)=y/(ust)

in. 
Four effects are generally competing in the energy balance 

of the liquid film: (/) thermal inertia, (if) longitudinal (or radial) 
convection, {Hi) transverse conduction, and (if) longitudinal 
(or radial) conduction. These are represented in order by the 
following scales: 

A T 
pc — , pcu 

AT AT AT 
(L,R)'k hi' (L,R)2 (20) 

Transverse conduction (the third scale) dominates when the 
film is sufficiently thin, i.e., when the most restrictive of the 
following three conditions is met: 

( 0 < < ( / « ) hQ< < ( « / „ ) m 

'^a(L,R)2 

tf 

m g 
(ii)<<(iii): h0<< 

(21) 

(22) 

(iv)<<(iii): h0<<(L,R) (23) 

These conditions on /i0 are obtained by writing the inequalities 
of scales indicated on the left margin of Eqs. (21)-(23). Con
dition (22) is based on the additional assumption that h(t) 
behaves according to the viscous damping regime. When con
ditions (21)-(23) are met, the temperature distribution across 
the film is linear in y, while both h and 7; are functions of 
time, 

T(y,t) = (T0-Ts)ji+Ts (24) 
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Fig. 3 Charts for the instantaneous insulation factor p and the integral 
insulation factor <(> 

0.1 1 

Finally, the continuity of heat flux across the interface y = 0 
requires 

q"(t)=k 
dT 

dy }>=(r -<A.- (25) 

The left side is provided by Eq. (24), and the right side by the 
solution to Eqs. (15)-(18). The dimensionless version of the 
heat flux continuity condition (25) is 

1 
H 

,=o 

where G is the dimensionless group 

pck 
G = 

PsCA 

1/2 W / 2 

(26) 

(27) 

On the right side of Eq. (27), the first group is considerably 
smaller than 1, while the second group is greater than 1, cf. 
Eq. (21). This means that G can be expected to have values 
greater or smaller than 1. 

In summary, the heat transfer problem reduces to solving 
Eqs. (15)-(18) and (26), for which H{r, b) was calculated in 
section 2. The results are the temperature distribution in the 
lower solid, 0(TJ, T, b, G), and the interface temperature, 6S(T, 
b,G). The numerical scheme was fully implicit, backward Euler 
in T, and grid-based central finite difference in q. This scheme 
was chosen because the time-dependent coefficients of the non-
homogeneous Robin-type boundary condition (26) are func
tions of H(T, b)—a tabulated function—because an asymptotic 
condition is prescribed (at r/—oo) in place of a regular boundary 
condition. Because of space limitations we cannot describe the 
details of the numerical method, but mention that the concern 
for numerical accuracy led to an exhaustive amount of work 
that is documented by Morega (1993). 

The thermal insulation effect of the shrinking film can be 
described quantitatively by comparing the actual heat flux' 
q" (t) [Eq. (25)] with the heat flux that would be occurring 
when the film is absent, 

(0 
ks(T0-Tm) 

{vast)
m 

In this way, we define the instantaneous insulation factor 

q"{t) 

(28) 

<P(T, G,b) = 
9. (0 

(29) 

This function has been calculated for several values of G and 
b, and presented in the charts of Fig. 3. A small <p value 
indicates a significant thermal resistance, or insulation effect. 
The factor <p approaches 1 as r—oo, because in that limit the 
film disappears. The G number has a much greater effect on 
(p than the b number. The impact of G is such that the insulation 
effect increases (<p decreases) as the pck value of the fluid 
becomes smaller than the pscsks value of the solid. To sum
marize, in the range & = 0.1-oo and G = 0.1-0.001, the factor 
<P is so small that the actual heat flux is only a tiny fraction 
of what it would have been in the absence of the film. Figure 
3 suggests that when G is much greater than 1, <p and $ are 
of order 1, and the film insulation effect is minimal. 

In a similar way, the actual heat transfer interaction occur
ring during the time interval t, 

Q"=\'q" dt (30) 

can be compared with the interaction that occurs when the 
film is absent 

1/2 

(3D 

(32) 

Q'. = \q;dt = 2ks(T0~Ta) I — 
J0 \ira. 

The integral insulation factor is defined as the ratio 

*., n i.x 8 " ( 0 * ( T , G, b) =—T, 
Q. ( 0 

This factor is presented in Fig. 3, which shows that $ behaves 
in the same way as <p\ however, it is generally smaller than the 
instantaneous factor <p. The difference between $ and <p de
creases as the time increases. The actual value of the heat 
transfer interaction Q" can be calculated by using Eq. (32) in 
conjunction with Fig. 3 and Eq. (31). 

5 Conclusions 
1 The complete fluid mechanics of the thin film is governed 

by the dimensionless time group T defined in Eqs. (10) and 
(13), and the dimensionless number b defined in Eqs. (7) and 
(12). 

2 The general solution for the film thickness history is 
presented in the lower part of Fig. 1. 

3 The time-dependent heat transfer through the lubricated 
contact area is governed by the fluid mechanics groups r and 
b, and, in addition, by the ratio pck/pscsks and the dimen
sionless number G defined in Eq. (27). 
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4 The thermal contact resistance is described by the in
stantaneous insulation factor <p defined in Eq. (29), and the 
integral insulation factor $ defined in Eq. (32). 

5 The (<p, *) charts constructed in Fig. 3 show that the 
film that is squeezed between the two bodies can decrease the 
heat transfer rate dramatically (by one or more orders of mag
nitude), relative to the heat transfer rate that occurs through 
a dry contact area. 
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Theory of Multilayers Heated 
by Laser Absorption 
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Nomenclature 
c = 

dj = 
/ = 
G = 
J = 

U) = 
k, = 
N = 
« i = 

Po = 
in = 

specific heat, J/(kg K) 
thickness of layer j 
frequency, Hz 
Green's function, m~3 (in real space) 
imaginary number = V " 1 
Bessel function of order zero 
dimensionless extinction coefficient in layer / 
number of film-type layers in sample 
index of refraction in layer i 
heating laser power, W 
heat flux from region / into region j , W/m2 

(in time domain) 
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r = radial coordinate, temperature location, m 
rh = radius of heating laser beam, m 
Rj = thermal contact resistance, m2 K/W 

t = time, s 
T(r, z, t) = temperature, K 

x, y, z = spatial coordinate, m 
a = thermal diffusivity, m2/s 
(3 = Hankel space parameter, m_ l 

V = \J$2+j2Trf/a, m- ' 
K = reference thermal conductivity, W/(mK) 
X = laser wavelength, m 
p = density, kg/m3 

T = time, s 

Subscripts 
/ or j = region i or j 

0 = ambient layer (/ = 0) 

Introduction 
Temperature prediction from laser absorption in multilayer 

materials is of interest in magneto-optical recording, electron 
beam lithography, ion implantation, and nondestructive test
ing. Many authors have used a theoretical approach to this 
subject. Lax (1977) studied a semi-infinite body heated by a 
steady laser. Burgener and Reedy (1982) studied a two-layer 
structure with a continuous-wave scanned laser beam, and they 
indicated how to apply their method to TV-layers. However, 
laser heating was limited to complete absorption at the surface 
of a single layer. Abraham and Halley (1987) studied a single 
layer on a thick substrate with absorption in the surface layer 
taken to be the average over the layer thickness. They included 
effects of forced-convection cooling at the surface of the sam
ple. Anderson (1988) studied a multilayer structure that in
cluded linear-varying absorption inside the material. Actual 
absorption profiles could be approximated by several piece-
wise-linear absorbing layers. Iravani and Wickramasinghe 
(1985) used the temporal Fourier transform to find the tem
perature in a multilayer structure. The temperature expressions 
within each layer were linked at the layer interfaces by dis
continuity conditions on temperature and heat flux. The laser 
absorption was limited to a region of delta-function thickness 
at one location in the multilayer. Kant (1988) studied a similar 
absorption geometry but used the Laplace transform appro
priate for the temperature rise caused by a single laser pulse. 
Lemczyk and Yovanovich (1988) studied a single layer on a 
substrate for axisymmetric surface heat distribution caused by 
thermal contact instead of laser absorption. There the appli
cation was the thermal constriction resistance associated with 
circular contact. The surface heating was of mixed type com
bining a circular region with contact conductance boundary 
condition and either Dirichlet or Neumann conditions outside 
the circular region. Their steady-state analysis involved the 
Hankel integral transform and it involved exact matching of 
temperatures between the layer and the substrate. 

Madison and McDaniel (1989) analyzed a scanned laser beam 
with arbitrary absorption across one layer, for a single transient 
pulse of the laser beam. They use globally defined Green's 
functions combined with Laplace transform methods to obtain 
their solution, and they indicate how to extend the method to 
N layers. As TV increases, the Green's function for the system 
becomes increasingly complex. 

McGahan and Cole (1992) presented a theory for temper
ature in isotropic multilayer materials that involved exact op
tical absorption for axisymmetric chopped-beam laser heating. 
The theory is based on a local Green's function for each layer, 
which contributes to ease of calculation for any number of 
layers. That paper focused on the analysis of data for pho-
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4 The thermal contact resistance is described by the in
stantaneous insulation factor <p defined in Eq. (29), and the 
integral insulation factor $ defined in Eq. (32). 

5 The (<p, *) charts constructed in Fig. 3 show that the 
film that is squeezed between the two bodies can decrease the 
heat transfer rate dramatically (by one or more orders of mag
nitude), relative to the heat transfer rate that occurs through 
a dry contact area. 
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N = 
« i = 

Po = 
in = 

specific heat, J/(kg K) 
thickness of layer j 
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Green's function, m~3 (in real space) 
imaginary number = V " 1 
Bessel function of order zero 
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number of film-type layers in sample 
index of refraction in layer i 
heating laser power, W 
heat flux from region / into region j , W/m2 

(in time domain) 
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t = time, s 
T(r, z, t) = temperature, K 
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Temperature prediction from laser absorption in multilayer 

materials is of interest in magneto-optical recording, electron 
beam lithography, ion implantation, and nondestructive test
ing. Many authors have used a theoretical approach to this 
subject. Lax (1977) studied a semi-infinite body heated by a 
steady laser. Burgener and Reedy (1982) studied a two-layer 
structure with a continuous-wave scanned laser beam, and they 
indicated how to apply their method to TV-layers. However, 
laser heating was limited to complete absorption at the surface 
of a single layer. Abraham and Halley (1987) studied a single 
layer on a thick substrate with absorption in the surface layer 
taken to be the average over the layer thickness. They included 
effects of forced-convection cooling at the surface of the sam
ple. Anderson (1988) studied a multilayer structure that in
cluded linear-varying absorption inside the material. Actual 
absorption profiles could be approximated by several piece-
wise-linear absorbing layers. Iravani and Wickramasinghe 
(1985) used the temporal Fourier transform to find the tem
perature in a multilayer structure. The temperature expressions 
within each layer were linked at the layer interfaces by dis
continuity conditions on temperature and heat flux. The laser 
absorption was limited to a region of delta-function thickness 
at one location in the multilayer. Kant (1988) studied a similar 
absorption geometry but used the Laplace transform appro
priate for the temperature rise caused by a single laser pulse. 
Lemczyk and Yovanovich (1988) studied a single layer on a 
substrate for axisymmetric surface heat distribution caused by 
thermal contact instead of laser absorption. There the appli
cation was the thermal constriction resistance associated with 
circular contact. The surface heating was of mixed type com
bining a circular region with contact conductance boundary 
condition and either Dirichlet or Neumann conditions outside 
the circular region. Their steady-state analysis involved the 
Hankel integral transform and it involved exact matching of 
temperatures between the layer and the substrate. 

Madison and McDaniel (1989) analyzed a scanned laser beam 
with arbitrary absorption across one layer, for a single transient 
pulse of the laser beam. They use globally defined Green's 
functions combined with Laplace transform methods to obtain 
their solution, and they indicate how to extend the method to 
N layers. As TV increases, the Green's function for the system 
becomes increasingly complex. 

McGahan and Cole (1992) presented a theory for temper
ature in isotropic multilayer materials that involved exact op
tical absorption for axisymmetric chopped-beam laser heating. 
The theory is based on a local Green's function for each layer, 
which contributes to ease of calculation for any number of 
layers. That paper focused on the analysis of data for pho-
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Fig. 1 Schematic of multilayer heated by axisymmetric laser beam 

time is given by the sum of two integrals (Beck et al., 1992, 
p. 51): 

1 q(r',T)G(r,z,t\r',z'=zs,r) 

K J i/ J^-_ 
'2-Kr'dr'dr + - \ \ g(r',z',r) 

'V • ' T = - O O 

xG(r, z, t\r', z', T)'2irr'dr'dz'dT, (4) 

Function q(r', T) is the normal component of the heat flux 
through the boundary of the region at (/•', zs, r). Function G 
is the Green's function, and function g is the known volume 
heating term (W/m3) caused by absorption of a gaussian laser 
beam at normal incidence. The first integral in Eq. (4) is a 
surface integral, to be evaluated over the boundary surface of 
the region of interest. The second integral is a volume integral 
taken over the entire volume of the region. It is the unknown 
heat fluxes q that will be determined by enforcing matching 
conditions between adjacent regions. 

tothermal deflection experiments to obtain thermal properties, 
and no temperature results were presented. In this technical 
note, our purpose is to extend the theory of McGahan and 
Cole (1992) to include anisotropic thermal properties and con
tact resistance between the layers, and to demonstrate use of 
the theory for predictions of temperature in multilayers heated 
by a chopped laser beam. 

Boundary Value Problem 
The problem of interest is the temperature caused by laser 

absorption in an arbitrary number of layers on a semi-infinite 
substrate. The geometry of the problem is shown in Fig. 1. 
Note that each region is given a numeric index (zero for the 
ambient, one for the first layer, etc.). The radial symmetry of 
the laser heating source leads to the following heat conduction 
equation: 

1 d ( df\ d2T dT , . _ x 

-Pc~= -S(r, z, t) 
dT 

dt 
(1) 

Here g(r, z, t) is the power per unit volume transferred to the 
medium at (r, z, t) by a chopped laser beam and nr and KZ are 
thermal conductivities parallel to and perpendicular to the 
sample surface. The spatial coordinates can be scaled so that 
theory for isotropic bodies can be applied to this case. Let 

r = ( -

1/2 1/2 

z = ( - | z (2) 

where K = ( w j 1 / 3 is a reference thermal conductivity (6zis,ik, 
1980, p. 632). The transformation (f, z) — (r, z) gives the 
isotropic heat conduction equation: 

l l ( d7V, z, t)\ d2T(r, z, t) 
rdrV dr + dz2 

ldT(r,z,t)_ g(r,z,t) 
a dt K 

(3) 

where a is the thermal diffusivity {dpc). The thermal con
ductivity and diffusivity are assumed to be independent of 
temperature. The solution procedure involves separation so
lutions in each homogeneous region (substrate, layer, air) con
nected by continuity of normal components of the heat flux 
at the boundaries. The boundary condition is that the tem
perature goes to zero at points far removed from the region 
of heating. 

Temperature in One Layer 
The temperature in one layer at a point (r, z, t) in space-

Temperature in Multilayers 
The present research is concerned with situations in which 

the volume heating source g is periodic in time (i.e., modulated 
laser beam), so the Fourier transform of Eq. (4) is used to 
select the temperature response at the fundamental frequency 
of modulation. The Hankel transformation is also used to 
eliminate the integrals over radius r. 

For the case of a sample consisting of a semi-infinite sub
strate and Nlayers, the temperature (in Fourier-Hankel space) 
at each interface is given as follows: 

Air. 
T0(fi,z = 0,f) = lV0qi0W,f) (5) 

Layerj;j = 1, 2, .... N: 

Tj(P,z = 0,f) = Ujqj-hj(l3,f) 
+ Vjqj+1jtf,f)+Bj(P,0,f) (6) 

T0,z = d,f) = Vjqj-iM<f) 
+ Ujqj+lj((3,f)+Bj(P,d,f) (7) 

Substrate: 

TN+lW, 0,f) = WN+lqN,N+i+BN+l(P, 0 , / ) (8) 

Here ^ 0 8 , / ) is heat flux in the Fourier-Hankel space, which 
leaves layer i and enters layer j . Function B,- is the known 
volume heating integral from Eq. (4) calculated by the method 
of McGahan and Cole (1992). 

Coefficients Wh Uj, and Vj come from the Green's functions 
and are given by 

v _coth(7,jdj)_ v^_ 1 

(9) 

(10) 

The next step is to apply the matching conditions at the 
interfaces between adjacent layers. The heat flux matching 
condition is qy = - qjh that is, the heat flux leaving one layer 
enters the adjacent layer. The temperatures on adjacent layers 
are related by a contact resistance, /?,-, which is a constant 
associated with each interface. For the air/sample interface 

9,0*1 = 7',(/3,z = 0, / ) -7 'o( /3 , 0 , / ) (11) 

For all the solid-solid interfaces, / = 2, 3, . . . , TV + 1: 

</,,,•_,/?,= 7X0, 0, / ) - 71_, (0, d, f) (12) 

The contact resistance describes the size of the temperature 
jump across the interface. If the contact resistance is zero, the 
temperature jump is zero and temperature is continuous across 
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the interface. Next replace the temperature expressions Eqs. 
(5)-(8) into Eqs. (11) and (12) to find a set of TV + 1 linear 
equations for TV + 1 unknown normal heat fluxes at the in
terfaces, where TV equals the number of layers in the system. 
This system of equations can be compactly written as the fol
lowing tridiagonal matrix equation: 

The second example is a sample composed of a 10-;itm-thick 
dielectric layer on a metallic substrate, which is heated by a 
modulated laser beam. Depending on how the dielectric layer 
is fabricated, the optical absorption coefficient of the layer 

„+£/ ,+/? , 
-V, 

0 

0 

- K , 

Ui + U2 + R2 

rv2 

0 

0 

- v 2 . 
U2+U3 + R, 

-VN uN 

0 
0 
0 

- v N 
+ WN+[+RN I 

For the case TV = 0, U\ should be replaced with Wu the term 
appropriate for the substrate. 

For any multilayered system, it is now possible to calculate 
the normal components of the heat fluxes (#„) through all 
interfaces in the system. The above result is exact and Cramer's 
rule may be used to solve for the q's for a sample composed 
of one or two layers. For a sample with two or more layers a 
numerical matrix solution is best. Once the heat fluxes are 
found, the temperature anywhere in the system is given by 
Eqs. (5)-(8). 

Temperature Results 

To calculate temperatures in real space, one numerical in
tegration is required to invert the Hankel transform given by 

<7io 

<721 

<732 

QN+\,N. 

B2(z = 0)~Bl(z = dl) 
B3(z = 0)-B2(z = d2) 

lBN+i(z = 0)-BN(Z = dN), 

(13) 

T(r,z,f) -r W,z,f)J(tfr)0dp. 

Accurate evaluation of this numerical integral depends on tak
ing a sufficiently large range of j3 values as well as taking 
sufficiently small intervals in /3. The Bessel function J0 is well 
behaved for numerical integration because it has a single length 
scale (the asymptotic distance between its zeroes) and it con
tains no singular values. So long as the maximum value of (3 
is greater than 6/rh and the r value under consideration is less 
than 3r/„ trapezoidal rule integration with 400 equal-spaced fi 
values is sufficient to determine temperatures correct within 
0.2 percent. For progressively larger values of r, more zeroes 
of the Bessel function are involved, and a progressively larger 
number of /3 values is required to describe these zeroes ade
quately. 

The temperature calculations presented below involve only 
isotropic thermal conductivity for demonstration purposes; 
however, anisotropic cases may be calculated by re-scaling the 
spatial coordinates for the isotropic theory according to Eq. 
(2). Experimental measurement of anisotropic thermal con
ductivity and the associated calculation of photothermal beam 
deflection above anisotropic samples are reported elsewhere 
(Machlabetal., 1992). 

The first example is a bulk sample of aluminum heated by 
a laser beam with radius rh = 50 jim. In Fig. 2 the amplitude 
of the frequency-domain surface temperature in the aluminum 
substrate is given as a function of position for several chopping 
frequencies. The temperature is normalized by the steady tem
perature that could be produced by a continuous-wave (non-
chopped) laser beam of the same power level completely 
absorbed in a infinitesimal layer at the surface of the sample. 
This steady-state temperature is given the name rmax because 
it is larger than any temperature caused by internal absorption. 
Normalized in this way, the limiting case of / -~ 0 agrees with 
the steady-state results of Lax (1977). Some example values of 
Tmm are given in Table 1. 

The phase of the frequency-domain surface temperature is 
also shown in Fig. 2. The following parameters were used to 
calculate Fig. 2: n = 2.74, k = 8.32; K = 237 W/(mK); a = 
1.32 (10~4) m2/s; rh = 50 /xm; laser wavelength X = 0.674 ^m 
(6740 A). 

can vary, and this will cause the spatial distribution of the 
laser absorption heating to vary in the layer/substrate system. 
In Fig. 3 the magnitude of the temperature rise along the laser 
centerline (at r = 0) is plotted versus depth in the sample for 
several values of the dielectric layer's optical absorption coef
ficient. The heating laser is modulated at 100 kHz, and the 
thermal properties of the layer/substrate system do not vary. 
The following values were used to calculate Fig. 3: For the 
dielectric, n = 1.5, k varies, K = 1.4W/(mK), a = 8.48 (10"7) 
m2/s; for the substrate, n = 2.5, k = 1.5, K = 237 W/(mK), 
a = 1.32 (10~4) m2/s; for the heating laser beam, rh = 50 
jtm, X = 0.674 fim, and P0 = 0.75 mW. 

In Fig. 3, observe that as the dielectric optical absorption 
increases, the surface temperature of the dielectric layer (at z 
= 0) increases, while the temperature of the metallic substrate 
(atz = 10) decreases. For small optical absorption (k = 0.001), 
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Fig. 2 Magnitude and phase of the surface temperature on an aluminum 
bulk sample at several chopping frequencies 
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Table 1 Steady temperature at (z = 0, r = 0) for complete absorption 
of laser energy In an infinitesimal layer at z = 0; laser power is P0 = 
0.75 mW in all cases (after Lax, 1977) 

Probe beam 
Radius, microns 

5 
10 
50 
.5 
10 
50 

Tm„x = Po/(2\/(ir)Krk) 
degrees Kelvin 

0.18 
0.089 
0.018 

17. 
• 8.5 

1.7 

K 

W/(mK) 

237 (Aluminum) 
237 
237 
1.4 (Quartz) 
1.4 
1.4 

<S 10-If 

2 1 0 - 2 k 

I io-33 

t 10-4 
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P. m-5 
c 
00 

M 10 -0 

(a) 

\ 
k = 0.001 \ 
k = 0.01 \ 
k = 0.1 

5 10 

z, microns 

15 

5 10 
z, microns 

Fig. 3 Magnitude and phase of the temperature at the centerline (r = 
0) of a sample composed of a 10 jim dielectric layer on a metallic sub
strate 

the same size as the layer thickness at this modulation frequency 
( / = 100 kHz) and that the thermal wavelength in the metallic 
substrate is much longer. The size of the thermal wavelength 
in a material is proportional to (ot/f)W2, so that the metallic 
substrate has a thermal wavelength about (a\/a2) ~ 12 times 
larger than the dielectric. 

The curves in Fig. 3 were calculated by slicing the two-layer 
sample into 35 fictitious layers and then calculating the heat 
flux at each fictitious interface with Eq. (13). Then, the tem
perature can be calculated on the surface of each fictitious 
layer according to Eqs. (6)-(8). The actual numerical effort 
required to calculate one of the curves in Fig. 3 involved solving 
a 35 x 35 matrix equation 500 times (once for each 0 value) 
and then performing 35 numerical integrations. This required 
about 30 CPU seconds on a VAX 8800 computer. 

Conclusions 
In this paper temperature results have been presented for 

multilayers heated by a chopped, axisymmetric laser beam. 
Optical absorption of the laser beam is treated exactly in each 
layer. Although the thermal properties must be constant in 
each layer, the thermal properties may be anisotropic, and any 
number of layers can be used without increasing the complexity 
of the solution method. There may be contact resistance be
tween the layers. 

To the authors' knowledge there are no periodic temperature 
results reported in the literature to which the present results 
can be compared. Some report results for scanned laser beams 
(Burgener and Reedy, 1982; Anderson, 1988; Madison and 
McDaniel, 1989) and some report results for a short laser pulse 
(Kant, 1988; Iravani and Wickramasinghe, 1985). We report 
temperatures at the fundamental frequency of the chopped 
laser heating because of our interest in photothermal deflection 
measurements that involve lock-in detection to measure this 
one frequency. Our theory can be applied to a single laser pulse 
if the frequency components of the laser pulse are determined 
with a Fourier transform, then the contribution to the tem
perature at each active frequency determined in the frequency 
domain, and then the temperature in the time domain can be 
found from an inverse Fourier transform. This calculation has 
not been attempted. 

the peak temperature and the peak volumetric heating both 
occur at the layer/substrate interface. At the middle value of 
optical absorption (k = 0.01) the peak temperature occurs at 
the surface because the small amount of energy absorbed in 
the dielectric layer causes a large temperature rise due to the 
small thermal conductivity of the dielectric. Further, there is 
no time for the heat to diffuse out of the dielectric layer at 
this frequency. At the larger value of the optical absorption 
(k = 0.1), nearly all the volumetric heating occurs in the 
dielectric layer. 

The magnitude of the temperature has a slope discontinuity 
at the layer/substrate interface. This is caused by the mismatch 
in thermal conductivity between the layer and the substrate. 
The magnitude of the temperature in the substrate decreases 
exponentially (shown as a straight line on the semilog plot). 
The same exponential decay with depth is predicted by the 
theory for surface heating of a semi-infinite solid, because 
laser absorption in the metallic substrate takes place in a very 
thin region in metals. In Fig. 3 the phase of the temperature 
is also plotted. The phase of the temperature changes sign in 
the dielectric layer but it does not change sign in the region 
shown of the metallic substrate. This is an indication that the 
length of the thermal wavelength in the dielectric layer is about 
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Melting of Snow With Double Effect 
of Temperature and Concentration 

M. Sugawara1 and S. Sasaki2 

Nomenclature 
a = thermal diffusivity, m2/s 

C,„ = solute concentration = 1 - Cw, kg/kg 
Cme = solute concentration at temperature Te, 

= 1 - Cwe, kg/kg 
Cmi = initial solute concentration = 1 - Cwi, kg/kg 

Cm\(Tj) = equilibrium solute concentration at 7, at the 
melting surface = 1 - Cwl (7,), kg/kg 

Cw(t), Cw = water concentration distribution (Fig. 2), 
kg/kg 

Cw\(Tj) = equilibrium water concentration at 7, on the 
melting surface (Fig. 2), kg/kg 

d\(t), d\ = diameter of a spherical snow (ice) crystal 
= 2r1, mm 

d\j = initial diameter of a spherical snow (ice) crys
tal, mm 

dei = mean diameter of snow (ice) crystal in experi
ment, mm 

D = mass diffusion coefficient, m2/s 
Le = Lewis number = a/D 
m = melting mass per unit area and time, 

kg/(nrs) 
M = melting mass per unit volume of a snow 

layer, kg/m3 

Mmax = maximum melting mass per unit volume of a 
snow layer, kg/m3 

M*max = dimensionless maximum melting mass per 
unit volume of a snow layer = Mmax/pic 

r = radial coordinate, mm 
r t (0 , rc = thickness of diffusion layer (Fig. 2), mm 
r\(t),rx = radius of a spherical snow (ice) crystal 

( = melting surface), mm 
ru = initial radius of a spherical snow (ice) crystal 

= di,-/2, mm 
r-i = outer radius of a solution volume in a spheri

cal cell (= insulated surface for heat and 
mass diffusion), mm 
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t = time, s 
V, t" = time (f <t"), s 

T(t), 7 = temperature, °C 
Te = temperature fall in the melting system in a 

completion of melting (Fig. 3), °C 
Tj = initial temperature (7) of a snow layer and 

an aqueous solution are the same at the start 
of melting), °C 

V = volume of a snow layer, m3 

Vs = net volume of a dry snow layer = W/pic, m3 

W = mass of a dry snow layer, kg 
e = porosity of a snow layer, m /m3 

pic = density of ice, kg/m3 

ps = density of a binary aqueous solution, kg/m3 

psi = initial density of a binary aqueous solution, 
kg/m3 

Subscripts 
/ = initial 

m = solute 
w = water 
1 = melting surface, equilibrium 
2 = insulated surface for heat and mass in spheri

cal cell (Fig. 2) 

Introduction 
When a snow layer is quickly immersed in a binary aqueous 

solution, the snow melts with a temperature fall in the melting 
system, even when there is initially no temperature difference 
between the snow layer and the binary aqueous solution (Su
gawara and Konda, 1991). To find the melting rate of a snow 
layer analytically, it is necessary to consider a driving force to 
induce melting. 

Some work on melting of an ice layer into binary aqueous 
solutions has been reported, such as Griffin (1973), Josberger 
and Martin (1981), Carey and Gebhart (1982), Sammakia and 
Gebhart (1983), and Sugawara et al. (1987). Beckermann and 
Viskanta (1988) recently presented a combined numerical and 
experimental study of melting of a vertical ice layer into a 
ammonium chloride aqueous solution inside a square cavity. 
These studies, however, have not been sufficient for consid
ering the concept of inducing melting. 

In the present study a spherical cell and diffusion-controlled 
melting models improving the mass balance integral in an ear
lier study (Sugawara and Konda, 1991) are reported to predict 
more accurately the melting of a snow layer into binary aqueous 
solutions. The present experiments give new results for melting 
into calcium chloride, sodium chloride, and magnesium chlo
ride aqueous solutions. The effects of wide variations in initial 
porosity of a snow layer on melting are studied. The numerical 
results successfully predict both an abrupt temperature fall in 
the melting system and the melting mass per unit volume of 
a snow layer qualitatively and quantitatively. 

A Brief Explanation of Experimental Procedure 
Although details of the experimental procedure have already 

been presented by Sugawara and Konda (1991), a brief expla
nation is presented here to understand easily the concept of 
the experiment as shown in Fig. 1. Snow crystals with a uniform 
mean diameter of dei = 0.34 mm were packed in a net box with 
a 10-mm-thick snow layer. When the temperature of a snow 
layer reached a desired temperature of an aqueous solution 7„ 
a snow layer was quickly immersed in an aqueous solution of 
a desired initial concentration C„„. There was, hence, no tem
perature difference between a snow layer and an aqueous so
lution at the start of melting. 

The initial porosity of the snow layer, e,-, was vastly changed 
in the experiments as 0.5, 0.55, 0.6, 0.65, and 0.7 for only the 
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Fig. 1 Schematic of experiment for the melting of a snow layer 

melting into a calcium chloride aqueous solution. eh which 
was defined as e,-= 1 - Vs/V, could be changed with the mass 
of the dry snow layer. By packing the dry snow in a net box, 
it was easy to change the mass of the snow since the shapes 
of snow crystals were not bead but were very complicated. It 
was then assumed in this experiment that an aqueous solution 
perfectly filled the pores of a snow layer. 

The melting was completed within a few seconds, and the 
temperature of the melting system finally fell to an equilibrium 
temperature Te. The maximum melting mass per unit volume 
of a snow layer through an experiment, which was the one 
that had completed melting, could be evaluated by the relation: 

^*max — £iPsi^mi\ I'^me *-/L^mj) (1) 

The solute concentration Cm and temperature Tin the solid-
liquid equilibrium were related by a polynomial of the fifth 
degree for each binary aqueous solution (JSME, 1983): 

Calcium chloride aqueous solution (Cm<0.27): 

C„, = (3 .0441xl0- 3 -2 .4679r -0 .17063r 2 -8 .4228 

X 10~3r3-2.1251 x lO^T 4 -2 .0672 x 10~6r5)/100 (2) 

Sodium chloride aqueous solution (C„,<0.24): 

C,„ = {- 5.1298 x l 0 - 3 - 1 . 7 3 1 6 T 

-0.025803 T2+ 1.4194X 10"3T3 

+ 9.1942xl0- 5r 4+1.5937 x l0 - 6 T 5 ) /100 (3) 

Magnesium chloride aqueous solution (C„,<0.22): 

C,„ = (0.088471-1.9513r-0.16449r2-0.0102867'3 

- 3.H38 x K T V - 3.4951 x ur6r5)/ioo (4) 

New Development of Analysis 
Since the concept of a cell and diffusion-controlled analytical 

models have already been discussed in an earlier work (Su
gawara and Konda, 1991), details of the derivation of analysis 
are abbreviated here to avoid duplication. However, it is nec
essary to summarize the analysis to understand the present 
study. 

A snow layer is assumed to be aggregated with spherical 
cells in order to analyze the melting of a snow layer simply. 
It is also assumed that the distribution of water concentration 
Cw(t) in an aqueous solution, as shown by the solid lines in 
Fig. 2, can be represented by a quadratic equation to allow 
boundary conditions at the melting rt (t) and insulated r2 sur
faces. The temperature distribution T{t), indicated by a hor
izontal dashed line in a spherical cell, will be uniform due to 
the very small volume of the cell and the large Lewis number, 
Le, of about 100 in the melting system. The temperature and 

Snow 
crystal 

2 _z__± i 

. Start of 
melting (t=0) 

Fig. 2 A spherical cell model of a snow layer and time evolution of 
temperature (7X0. horizontal dashed lines) and water concentration {CM, 
solid lines) profile 

concentration at the melting surface of rx (t) are directly related 
by the equilibrium phase diagram for each binary aqueous 
solution. The other boundary of r2 is insulated for both heat 
and mass diffusion. The concentration profile in the liquid, 
C„(t), changes due to the diffusion of melt water during the 
melting process. Hence the melting mass per unit time and unit 
area, m, can be approximately related by the change of con
centration in an aqueous solution with the mass balance in
tegral newly developed in this paper as follows: 

d I rr2 

ird2m = — 
dt 

C„4irr2dr I (integral I) (5) 

dt 

Equation (5) shows that the melting is diffusion controlled 
under local equilibrium at the melting surface. Another equiv
alent form of Eq. (5) is available for predicting melting rate 
during the development of diffusion layer rc: 

d'ps\ Cw4irr2dr)=^\ps\ (Cw-Cwi)4irr2dr\ 

(integral I) (integral II) 

-4irpsCwir
2^ (6) 

dt 

where integral II is the mass balance integral in an earlier study 
(Sugawara and Konda, 1991), that is insufficient in mass bal-
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Fig. 3 Abrupt temperature fall in the melting system, and comparison 
of predictions and experiments for a calcium chloride (CaCI2) aqueous 
solution under the conditions of Cm/ = 0.2, r ,= - 5 ° C , e; = 0.55, 
du = d,i = 0.34 mm; best prediction with variable physical properties 
(integrals I and II); prediction with constant physical properties 
(integrals I and II); - • - • prediction in earlier paper (Sugawara and Konda, 
1991) (integral II); — - prediction with melting from rc = r2, f = 0 (integral 
I) 

ance due to the lack of the second term, dr^/dt, in the right-
hand side of Eq. (6). It is, however, very difficult to predict 
the melting rate in the present form of Eq. (6) due to a very 
large value of dr{/dt. This also means that the melting rate 
could not be predicted by the present diffusion-controlled an
alytical model just after the melting starts. It is thus necessary 
to consider another concept to predict the melting rate pre
cisely. However, it is very difficult to have a solution for this 
at the present stage. 

To overcome this difficulty the melting rate in the region of 
rc<r2 is predicted approximately by using only integral II in 
Eq. (6), even though it is insufficient in mass balance due to 
the neglecting of the second term in the right-hand side in Eq. 
(6). As will be demonstrated later, it is noticed that the effect 
of the approximate treatment on all melting is very small, and 
also that the treatment is worthy as an expediential method 
because of a clear improvement of the prediction. 

After some treatments, Eq. (5) is led to the ordinary dif
ferential equation, which governs the major part of the melting: 

dCw. 

dt 
ISdfm 

2ps 
('•.-/•z)3 dCw 

dt 
{-6r!+15rtr2 

-mrl
2 + rl)(r,-r2) 

dri 
dt 

(Cwl-Cw2)(~\8r! 

+ 60rtr2 - 70jV2
3 + 30/-fo3 - 2r\) 

-30 (C w 2 -C , •i)r\(rv •r2)
3 -30Cw l i r (r , - i*)3) 

! ( ' '2- r 1 ) (4rf-5r5 ' r 2 -10rM + 20r1r2
4--9r|)) (7) 

In an earlier paper (Sugawara and Konda, 1991) the temper
ature fall in the melting system was analyzed for constant 
physical properties, in which the specific heat of an aqueous 
solution was fixed as a mean value between the initial tem
perature and an equilibrium temperature at an initial concen
tration Cwi during the melting process. However, the specific 
heat of each aqueous solution in the present study was changed 
depending on concentration and temperature variation during 
the melting process (variable physical properties). On the other 
hand, the specific heat of ice was adopted as the value of 0°C. 

The specific heat for a calcium chloride aqueous solution 

0 

-A 

- 8 

-12 

- 1 6 -

-20 

-

— 

-

g 

1 

1 

1 

o 

CaCl 
Cmi = 

ft 

1 

1 

Prediction 

Exp. runs 

2 , Ti =-5°C 
0.2 , du =0.34mm 

1 

-

-

-

. 
—u 

0.5 0.55 0.6 
£i 

0.65 0.7 

Fig. 4 Effect of initial porosity e, on temperature fall Te for calcium 
chloride (CaCI2) aqueous solution 

was adopted from the data in an earlier work (Sugawara and 
Konda, 1991). On the other hand, the specific heats for a 
sodium chloride and magnesium chloride aqueous solutions 
were estimated interpolating or extrapolating data in the data 
books (JSC, 1966; JSME, 1975). It was conclusively shown 
that specific heat was very significant, but density was minor 
for the melting process. The present analysis does not depend 
on the type of inorganic salt solutions, such as CaCl2, NaCl, 
and MgCl2, but depends on the phase diagrams and thermo-
physical properties of each aqueous solution. 

Results and Discussion 

Figure 3 shows a transient temperature fall in the melting 
system during the melting with a comparison of numerical and 
experimental results. The temperature in the melting system 
falls rapidly within a few seconds, and then the temperature 
stays uniform at Te, which indicates a completion of the melt
ing. The prediction in an earlier study (Sugawara and Konda, 
1991) indicated by a single-dotted chain line ( ) significantly 
underestimates the experiment due to an imperfection of the 
mass balance integral as mentioned earlier. On the other hand, 
the present improved prediction with constant physical prop
erties indicated by a dashed line ( ) slightly overestimates 
the experiments. It is shown that the present improved nu
merical result with variable physical properties indicated by a 
solid line ( ) gives a good prediction for the experiments. 
The two-dotted line ( ) in Fig. 3 indicates a numerical result 
predicted only by Eq. (5) (integral I) with variable physical 
properties, which is used from just after the start of melting 
(f = 0, rc = r2), neglecting the melting in the region of rc< r2 by 
using integral II. It should be noticed that the prediction using 
only integral I compares better with the experimental data. 
Allowing 10 percent deviation from experimental data, it is 
possible to predict melting rate by using only integral I. How
ever, a combined numerical analysis using integrals I and II 
is adopted in the present study, as shown by the solid line in 
Fig. 3. 

Figure 4 shows the effect of initial porosity e, on the tem
perature fall Te for a calcium chloride (CaCl2) aqueous solu
tion. Te decreases very gently with increasing e,-, which suggests 
that net melting mass (kg) increases with increasing the po
rosity. However, the melting mass per unit volume M is not 
largely influenced by e, due to the volume increase of the 
aqueous solution in a cell, as will be demonstrated later in Fig. 
6. 

Figure 5 shows the effect of initial concentration Cmi on Te 

for calcium chloride (CaCl2), sodium chloride (NaCl), and 
magnesium chloride (MgCl2) aqueous solutions. The initial 
temperature T, is - 5°C in all cases; an increase in Cmi strongly 
reflects Te for each aqueous solution. Te of a magnesium chlo-
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Fig. 6 Dimensionless maximum melting mass per unit volume of a 
snow layer M*mm versus the concentration difference Cml- Cm1(r() for a 
calcium chloride aqueous solution 

ride aqueous solution is much larger than other aqueous so
lutions. It is necessary to increase Cmi in order to have much 
more melting mass. It is shown that the present numerical 
results give good predictions for the melting of a snow layer 
into each aqueous solution. 

Figure 6 shows predicted relations of dimensionless maxi
mum melting mass per unit volume of a snow layer ACax and 
the concentration difference Cmi-C,„, (7}) ( = Cw, (7}) - Cwh 
see Nomenclature and Fig. 2) on a logarithmic graph for a 
calcium chloride aqueous solution. The concentration differ
ence is interpreted as a driving force of the melting of a snow 
layer into a binary aqueous solution. It is found that a calcium 
chloride aqueous solution can melt large amounts of snow, 
although the temperature difference does not exist in both a 
snow layer and an aqueous solution at the start of melting. It 
is also found that M*mm has a linear relationship with the 
concentration difference, and that the effect of e, on A d is 
very small due to the same reason as previously mentioned in 

Fig. 4. Neglecting the effect of e,- on M*mm, a simple relation 
can be presented in order to obtain J lCi easily as follows: 

J l C = * | C B , - C B l ( 7 ) ) ) 4 - (8) 

where a constant k, and an index b including the initial tem
perature Th are approximated for each aqueous solution as 
follows: 

Sodium chloride aqueous solution 

k=i:o 

b = 1.23 +0.02117} + 6.08 Xl0~47? 
where 

Cml(7})<C„„<0.24, -10°C<7}< -0.5° 

Calcium chloride aqueous solution 

k=\A 

Z? =1.38 +0.03527} + 7.49 xl0~47f 
where 

C,nl(Tj)<Cmi<0.27, -10°C<7}< -0.5°C 

Magnesium chloride aqueous solution 

Ar= 1.6 

b = 1.32 + 0.0417}+ 1.80 xl0_37}2 

where 

Cml(7})<C,„,<0.22, -10°C<7}< -0.5°C 
The initial diameter of the snow crystal du will affect tran

sient manners of the melting. However, M*mm as a completion 
of the melting is not affected by du, considering specific char
acteristics of the present analytical models. 

Conclusions 
An improved spherical cell and diffusion-controlled ana

lytical models were reported to predict quantitatively the melt
ing of a snow layer into calcium chloride, sodium chloride, 
and magnesium chloride aqueous solutions. Summing up the 
present results, the following conclusions can be drawn: 

1 The present numerical results considering variations in 
physical properties were successfully validated through the 
measurement of an abrupt temperature fall of a snow layer 
suddenly immersed in binary aqueous solutions. 

2 The amount of snow melted, Mmax, is only dependent upon 
Cmi and 7} and should be predictable from a simple heat balance 
and phase diagram, assuming the mass per unit volume of a 
snow layer is larger than Mmax. 

3 The dimensionless maximum melting mass per unit vol
ume of a snow layer, M*mm, was related by the concentration 
difference Cm,-Cml(7}) as a driving force for inducing melt
ing. 
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Unification of Source-and-Sink 
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Problems 
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Introduction 
Green's functions have been used in the development of the 

boundary element methods, BEM (Brebbia, 1984), and in the 
extension of the source-and-sink methods, SSM (Choi and 
Hsieh, 1992; Hsieh and Choi, 1992). A close examination of 
these methods reveals that (/) the Green's functions used in 
them are different, and (ii) there are far fewer terms to be 
evaluated in the SSM as compared with the BEM. Since both 
methods originate from the Green's functions and the SSM 
are easier to use, there must be a way by which these methods 
can be unified so that the usefulness of the Green's functions 
can be broadened in both methods. Specifically, this unifi
cation should simplify the BEM currently in use, while it should 
also extend the SSM to the solution of potential problems with 
dissimilar properties. 

Derivation of General Green's Function Method 
A general Green's function method can be derived by solving 

heat diffusion in a domain with expandable boundaries. As 
shown in Fig. 1, the temperature in the domain can be expressed 
in terms of Green's function as (Hsieh et al., 1992) 

T(f,t)=\ G(?,f,r',0)Ti(r')dr' 
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where the last term accounts for the boundary conditions and 
is tabulated in Table 1, where «, refers to an outward drawn 
normal. 

In Eq. (1) the initial condition, Tj(r), heat generation, u(r, 
t), boundary motion, dR(t)/dt, and boundary conditions are 
accounted for in four separate integrals on the right. Equation 
(1) as derived can be applied to the formulation of both BEM 
and SSM. In the BEM, the Green's function is taken to be the 
free-space Green's function, which can be derived as (Morse 
and Feshbach, 1953) 

G(r, t;f',s) = 
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[2^Tta(t-s)]d exp 
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where d refers to the number of dimensions for the domain. 
In the derivation of the boundary element equations, the source 
point is moved to the boundary, giving the boundary element 
equation 

lim T(r, t) = QT(rh t) (3) 

where 

Q = -
2ir 

(4) 

Principal values have been used in Eq. (4) in which 8{ and 82 
refer to the angles made by the preceding and succeeding 
boundary elements, respectively, for a two-dimensional do
main. The coefficient Q reduces to 1/2 for a one-dimensional 
domain. 

As for the SSM, the boundary term is modified to relate the 
specific conditions that are imposed on the boundary. The 
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boundary expressions can be derived as those listed in the third 
column in Table 1 (Morse and Feshbach, 1953). In this method, 
the Green's function is found by solving an auxiliary problem 
which is the homogeneous version of the original problem. In 
the auxiliary problem, the initial condition is nonzero, while 
both governing equation and boundary conditions are ho
mogeneous. This auxiliary problem is solved and its results are 
recast in the form of Eq. (1) for the determination of the 
Green's function. 

Unification of Boundary and Source-Sink Methods 
The SSM and BEM will now be used to solve a one-dimen

sional Stefan problem in semi-infinite domain as shown in Fig. 
2. For this problem, the source-and-sink concept is used to 
recast the original problem in the form of an equivalent prob
lem as follows (Lightfoot, 1929; Choi and Hsieh, 1992): 

Governing equation 

pLdR(t) 
V'T(x, t)±-

1 dT(x, t) 

dt a at 

xe(LUS), t>0 (5) 

where the second term on the left characterizes the moving 
phase-change interface; the plus sign is taken for freezing (i.e., 
source) and minus sign for melting (i.e., sink). It is easy to 
show that Eq. (5) reduces to the original problem given in Fig. 
2. The temperature can be derived as (Hsieh and Choi, 1992) 

T(x,t)_To(x,t)^H(t-t0) r'-'°dlUs+t0) 

1 m 1 in otC JQ CIS 
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(8) 

in which 

E(s) = 

x F(s) 

i 2a t-s' 

G(s), 
*'-*>- J "Zt s t e =f 

(9) 

where t0 refers to the time when phase change starts. In Eq. 
(8) the plus and minus signs are used for flux, G(s), and 
temperature, F(s), conditions imposed on the boundary, re
spectively. Using the Heaviside function given in Eq. (9) per
mits Eq. (6) to be used for all time and for both one- and two-
phase melting and solidification problems. 

In the BEM, Eqs. (1) and (3) are used to write the temper
atures in two regions. Thus for a melting problem, the tem
peratures in the melted and unmelted regions are, respectively 
(Hsieh et al., 1992): 

1 
, = a 

Jn 
G(R(t),t,R(s),s) 

dT(R~,s) 

dx' 

- T 
dG(R(t),t;R(s),s) 

dx' 

+ W, s] 

-G(R(t), t;Q,s) 
971(0, s) 

dx' 

dG(R(t), t; 0,s) 

dx' 
ds 

r + I TmG(R(t),t;R(s),s)-^j^-ds (10) 
ds 

l2Tm'"[ -G(R(t),t;R(s),s) 
dT(R + ,s) 

+ T„ 

dx' 

dG(R(t),t;R(s),s) 

dx 
ds 

- \ TmG(R(t),t;R(s),s)^^-ds (11) 
J0 as 

The Green's functions have been given in Eq. (2) where d is 
set to unity for the one-dimensional domain. 

There appears to be no connection between the temperatures 
in Eqs. (6), (10), and (11). However, if one sets x equal to 
R(t), interface position, Eq. (6) reduces to 

Tm •w L (t 

E(s) 

(t-s) [75 exp 
R2(t) 

4a(t-s) 
ds 

c J0 
G(R(t),t;R(s),s)-^-ds (12) 

as 

for a melting problem. Clearly, Eq. (12) is much simpler than 
either Eq. (10) or (11), or their combination. In fact, it can 
be shown that Eq. (12) is actually the sum of Eqs. (10) and 
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Fig. 3 Numerical results of six examples 

(11), in which the interface flux condition (see Fig. 2) has been 
incorporated, 

dG(R(t), t; 0,5) 
7X0, s) dx' 

-G(R(t),t,0,s) 
37X0, s) 

ax' 
* 

L r' ewe*) if, 
c J 0 ds 

Comparison will now be made between Eqs. (12) and (13). It 
is noted first that the Green's functions in Eq. (13) are the 
free-space Green's function given in Eq. (2), which is different 
from that in Eq. (12); see Eq. (8). However, for the BEM, if 
a temperature condition is prescribed at the boundary, an 
image of the opposite polarity must be placed at —x' in order 
to simulate this temperature condition; this leads to the sub
traction of the second exponential term in Eq. (8). Conversely, 
if a flux condition is prescribed at the boundary, an image of 
the same polarity must be placed at —x' in order to simulate 
this flux condition; this leads to the addition of the second 
exponential term in Eq. (8). In either case, the Green's func
tions for the BEM have shown to be identical to those for the 
SSM. 

It can also be shown that only one term in the bracket in 
Eq. (13) actually remains upon imposition of the boundary 
conditions. This is due to the fact that if T(0, s) jt 0, G(R(t), 
t; 0, s) = 0; conversely, if 37X0, s)/dx' * 0, then dG(R(t), 
t; 0, s)/dx' = 0—a result of the definition of the Green's 
function, which has been used in the derivation of Eq. (1). 
These characteristics can also be verified by evaluating G and 
dG/dx' using Eq. (8) in which x is set to R(t) and x' is set 
toO. 

Numerical Experiment 
The unification described in this paper has been tested nu

merically with six examples encompassing one- and two-phase 
Stefan problems imposed with constant and time-variant tem
perature and flux conditions as given by Choi (1991) and Hsieh 
et al. (1992). In all six cases tested for aluminum shown in Fig. 
3, the BEM and SSM results are in agreement. It sjiould be 
noted, however, that the slightly larger disagreement at the 
onset of phase change is due to initial singularity. All data 
points are plotted at the moment when phase change starts to 
take place. Thus for the last set represented by closed squares, 
the aluminum starts to melt at 4 s. As described in those 
references, the SSM is particularly accurate at large time, where 

good agreement of results between the two methods is visible, 
giving numerical evidence for the unification of the methods. 

Critique and Applications 
The derivation above shows clearly that the BEM and the 

SSM are actually two methods in one. Since the SSM have far 
fewer terms to be evaluated while the BEM can easily be adapted 
to situations when property values are different in different 
regions, both the-present BEM and SSM can be improved by 
using the insight gained from this paper. Specifically, in the 
current practice of the BEM, one could improve them by solv
ing the "sum" of the boundary element equations such as Eq. 
(13), instead of the "individual" boundary element equations 
such as Eqs. (10) and (11). Terms can be canceled or dropped 
out, resulting in great simplification of the equation solved. 
On the other hand, for heat diffusion in multiple regions with 
dissimilar material properties, one could start with the for
mulation of individual boundary element equations and add 
them together to cancel and drop out terms. A simplified 
boundary element equation results, which easily accounts for 
the use of double source and sink terms at the interfaces as 
suggested by Kolodner (1956). The unification described in this 
paper thus has great utility in the solution of heat diffusion 
problems. 
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D = species diffusivity, m2-s -1 
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s = 
T = 
V = 
a = 
/ = 
c = 
f = 
h = 
k = 
P = 

r,z = 
t = 

u, v = 

a = 
/Sr = 
0,s = 

K = 

*o = 

M = 
P = 

salinity (parts per thousand) 
temperature, K 
velocity vector, m-s ' 
initial tube diameter, m 
initial tube length, m 
specific heat, J -kg - 1 

volume fraction 
enthalpy, J-kg"1 

thermal conductivity, W • m _ ' • K ~' 
pressure, N-m 
polar coordinates, in 
time, s 
velocities in the r and z directions, respectively, 

m-s 
thermal diffusivity, m2-s~' 
coefficient of thermal expansion K"1 

coefficient of solutal expansion 
permeability, m 
permeability constant m2 

dynamic viscosity m2 • s ' 
density, kg-m"3 

Subscripts 
/ = 
s = 

liquid phase 
solid phase 

Introduction 

-> r 

A pure substance solidifies at a fixed temperature, whereas 
multicomponent phase change occurs over a temperature range. 
Three different regions can be identified in such a case: a solid 
region, a liquid region, and a solid-liquid region termed 
"mushy zone" in between. This mushy zone may consist of a 
dendritic structure of crystals containing the residual liquid. 

Solidification of multicomponent systems is not well under
stood, and its study is a challenging task. It involves both heat 
and mass transfer, as well as phase change in a porous region 
whose porosity varies with time and location. The interface 
between the liquid and the mushy zone is irregularly shaped 
and difficult to track. Recently developed one-region models 
solve this problem by applying one single set of equations valid 
over the whole domain. Examples include the works of Bennon 
and Incropera (1987), who made use of classical mixture theory 
in their model, and Beckermann and Viskanta (1988), who 
used volume averaging. In this paper we apply the former to 
the formation of sea-ice, which is well known to be fresher 
than the water from which it forms. The brine drains from 
the ice into the underlying seawater through a complex network 
of brine tubes and channels. We look specifically at a portion 
of the interface, where small tubes have been observed by Lake 
and Lewis (1970) and Niedrauer and Martin (1979), extending 
one or two centimeters up into the ice. They have been noted 
to pinch off near the top leading to the formation of brine 
pockets (Niedrauer and Martin, 1979). The model involves a 
phase change within a mushy zone, heat and mass transfer, as 
well as double-diffusive natural convection in a partially open 
geometry. Our results are innovative in that attention is given 
to local phenomena at the interface. The geometry includes 
two open boundaries, and we consider unstable thermal and 
solutal gradients. 

Mathematical Formulation 
The initial configuration of a brine tube is modeled as a 

cylinder closed at the top and open to the underlying brine. 
An axially symmetric two-dimensional (r, z) cylindrical ge
ometry is used (Fig. 1). 

The conservation equations for mass, momentum, energy, 
and species are similar to those used by Bennon and Incropera 
(1988). A general mixture-dependent variable $ is written as 

ICE I 

2a j<-

i 
1 

BRINE 

ilpEEEEEEEEE; 
* i r r i 

'Will ' 111 
H 

Fig. 1 Schematic of the domain of study with the grid used 

* = / / * / + / A (1) 

and a general mixture physical property T expressed as 

r=/,r,+/srs (2) 
There is only about an 8 percent difference between px and ps, 
so the mixture density is simply taken as p = (pi + ps)/2, except 
in the buoyancy term. Furthermore, we will assume that the 
solid phase is stationary, i.e., us = vs = 0. 

Mass Conservation 

v-v=o (3) 

Momentum Conservation. The equations include D'Arcy-
like resistive terms, which are written in terms of the mixture 
velocity components u and v. The momentum equations fol
low: 

r Direction, 

du 

dt 
+ V- Vw = V ' VU]_MU_VLUJ-^ (4) 

KPI rpi p dr 

9y „ 
—- + V- V f = V 
dt 

Vv 

z-direction: 

£,_ _ 1 dp 

Kpi p dz 

+ g[pT(T-Tr) + (ls(S-Sr)] (5) 

where the Boussinesq approximation has been used. Tr and Sr 

refer to the temperature and salinity in the reservoir, far from 
the tube. 

Solute Conservation 

— + V -(VS)= V -(DVS)+ V •(DV(S,-S)) 
at 

- V •( ($,-S)V) (6) 
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Energy Conservation 

5 + v - ( V / 0 = v - ( — V A ) + V - ( — v(hs-h)) 
dt \pcs J \pcs J 

- V •((/*,-/*)V) (7) 

Numerical Analysis 

Method of Solution. The momentum equations are solved 
using the SIMPLER primitive variable approach (Patankar, 
1981). The various assumptions made for this one-region model 
are similar to those of Bennon and Incropera (1988), where 
they are described in detail. The tube is shown in Fig. 1, and 
freezing is downward from the top, where a constant heat flux 
is applied. We are mainly interested in what occurs inside the 
tube, but the boundary conditions at its mouth are not known. 
To solve this problem, we extended the domain of study in 
both the r and z directions. The reason is that it is much easier 
to set, or at least approximate, the boundary conditions far 
away from the mouth of the tube. At the outer boundaries, 
normal gradients of enthalpy and salinity are assumed to be 
zero. These boundary conditions have been shown by Le Quere 
et al. (1981), to be very reasonable, as long as the outer bound
aries are far enough from those of the tube. In the model 
presented here, the vertical outer boundary was located about 
six diameters and the lower boundary about three tube lengths 
away from the mouth of the tube. Numerical experiments 
showed that choosing a larger domain did not significantly 
affect the flow pattern or salinity distribution within the tube 
itself. For the momentum equations, the dynamic pressure is 
forced to zero at the open boundaries. 

Dimensionless variables are introduced using the height H 
of the computation domain as the characteristic length scale. 
The characteristic time is defined using the liquid thermal dif-
fusivity «/ combined with H. In this study, H was equal to 4 
cm, and the half-width of the calculation domain was equal 
to 1 cm. The initial tube length and diameter were 0.9 and 
0.20 cm, respectively. The mass and momentum conservation 
equations were nondimensionalized using the above scales, but 
because the physical properties used in both the species and 
energy conservation equations are mixture properties, they 
vary widely from one location to another. Dimensionless groups 
such as the Lewis number no longer have the same importance 
and significance attached to them in one-phase problems. As 
was noted by Bennon and Incropera (1987), rendering these 
two equations dimensionless had no advantages. Therefore, 
the energy and solute conservation equations were solved as 
presented in Eqs. (6) and (7). Particular attention was paid to 
the correct coupling between the dimensional and dimension
less equations. 

The single most important property is probably the perme
ability K used in the momentum equations. The earlier studies 
mentioned above have used the Kozeny-Carman equation: 

K=K0[///(1-/,)2] (8) 

where K0 is a constant, which depends on the microscopic 
features of the mushy zone. The problem with this equation 
is its behavior for values of the liquid fraction / near 1.0. 
Indeed, with typical values of K0 of the order of 10" " m2, flow 
is driven to nearly zero even in regions where the liquid fraction 
f\ is as high as 0.8 or 0.9. Experiments conducted in a Hele-
Shaw cell allowed us to record video footage of the mushy 
zone as an NaCl-F^O solution was frozen from above. Sig
nificant flow was observed to occur inside the ice, two or three 
centimeters above the interface, when a total of 12 to 15 cm 
of "ice" had grown. A different approach was taken by Old
enburg and Spera (1990), where the Kozeny-Carman equation 
was used for/! less than 0.5. For larger liquid fractions, the 
mushy zone is modeled as a flow of a suspension containing 

spherical particles (Metzner, 1985). The D'Arcy term in the 
momentum equations is removed while the viscosity ix is taken 
as a function of the liquid fraction / given by 

H = W[l/(1 -2(1 -/,))]2 (9) 

The value of y. becomes infinite a t / = 0.5. To remove this 
singularity, switching functions are used to make the transition 
between the two forms smoother (Oldenburg and Spera, 1990). 
The latter approach might seem unrealistic because of the 
difference between the two structures (mushy zone and sus
pension), but the results are closer to our experimental obser
vations than with the Kozeny-Carman equation alone. From 
a purely fluid-mechanics point of view, this mixed formulation 
allows for flow within the mushy zone for liquid fractions 
between 0.5 and 1.0 and was used in this study. At the present 
time, there is no consensus as to what the permeability K should 
be for a given situation. It probably depends on more factors 
than the liquid fraction alone. Temperature could be one such 
factor, although the relationship may not necessarily be a direct 
one. This hypothesis stems from the fact that brine channels 
were observed to tilt in certain directions according to the 
temperature gradients (Niedrauer and Martin, 1979). 

Computer Program Validation. Results using an 80 x 40 
grid were compared to the results from a 60 x 30 grid. There 
were very slight quantitative differences and almost no qual
itative differences between the two. The additional compu
tational costs were, however, rather substantial. The 60 x 30 
grid was deemed adequate and used throughout this study. 

Several tests were performed to establish the validity of the 
numerical code. First, the problem of natural convection of 
air in a square cavity was solved and the results compared to 
the benchmark solution of de Vahl Davis (1983). The maximum 
values of the dimensionless streamfunction ^ for Rayleigh 
numbers of 106 agreed to within 0.1 percent. The average 
Nusselt numbers differed by the same amount. Agreement was 
better for lower Rayleigh numbers. Since the enthalpy method 
was used to accommodate the moving boundary problem, the 
classical Neumann problem was solved numerically and the 
results compared to the analytical solutions given by Carslaw 
and Jaeger (1959). The agreement was very good and the po
sition of the solid-liquid interface was off by less than 0.2 
percent for various situations. 

Moving-boundary problems are inherently time-dependent 
and choice of the time-step is critical. Different values of At 
were used, and a value of 1.5 x 10"4 proved to be adequate 
since it produced essentially the same results as smaller values. 
The equivalent real time is 0.96 second. Iterations were per
formed at each time-step and were continued until several 
criteria were satisfied. First, the residuals for the mass, r-
momentum, and z-momentum equations were forced to less 
than 5 x 10~7. Next, the residuals for the enthalpy and con
centration equations were forced to 10~6J • kg"' and 10~6 ppt, 
respectively. Finally, the values of liquid fraction changes from 
one iteration to the next within one time-step were forced to 
less than 10~4. These limits were arrived at by performing 
calculations with more and more strict convergence criteria. 
The values used are a good compromise between costs in CPU 
time and improvement in the results. 

Results 
The results shown are at real time values of 2000 and 4800 

s. Initially, a linear distribution of salinity and temperature is 
assumed. The temperature increases from top to bottom and 
the salinity increases upward. So both the isotherms and the 
lines of constant salinity are initially horizontal. The liquid 
fraction/ varies from 1.0 to 0.05 at the walls and top of the 
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Fig. 2 Initial liquid fraction distribution 

-A 

t = 4800 s 

( a ) (b) 

Fig. 3 Flow in the domain of study showing the approximate location 
of the solid-liquid interface 

tube and at the interface. Figure 2 shows liquid fraction lines 
from 0.5 to 0.9 with increments of 0.1 and 0.95. At these 
locations, the temperature is in equilibrium with the salinity 
as given by the phase diagram for the NaCl-H20 compound. 
In the liquid, the values for 7" and S are both increased slightly 

/ 

J 

1 

1 
1 

:
:

; 
: :

:
: \ *-̂  N V \ 

V v 

a ) 2000 s 

b ) 4800 s 

Fig. A Flow within the tube amplified to show the details 

a) 

Fig. 5 Liquid fraction lines in the tube (/, = 0.5, 0.6, 0.7, 0.8, 0.9, 0.95): 
(a) 2000 s; (b) 4800 s 

in the tube so that freezing due to supercooling could be 
avoided. At the open boundaries, the boundary conditions 
depend on the direction of the flow. If the flow is out of the 
domain, the gradients of salinity and enthalpy are set to zero. 
If it is into the domain, reservoir conditions (S„ Tr) will be 
imposed at the open boundary. At the top of the domain, zero 
velocities and a constant heat flux are applied. The velocity 
values at the open boundaries are obtained by satisfying con
tinuity at the outermost control volumes. This is possible be
cause the flow there is always perpendicular to the boundary. 
The results are presented in a set of four pairs of figures (Figs. 
3(a)-6(fe)). At this point, we will stress the fact that these figures 
are not to scale. The first pair (Fig. 3) represents the flow inside 
the domain of study. For clarity purposes, the vector plotting 
routine was scaled to show the outside flow in a clear manner. 
The long dashed line shows the initial location of the tube, 
whereas the curved dashed line delineates the approximate 
liquid-mushy zone interface. Figure 4 is a close-up view of the 
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Fig. 6 Salinity lines in the tube: (a) 2000 s; (b) 4800 s 

flow within the tube, with the lower part corresponding to the 
mouth of the brine tube. The third pair (Fig. 5), shows the 
liquid fraction lines from 0.6 to 0.95. This helps visualize the 
extent and the shape of the mushy zone as freezing proceeds. 
The last pair (Fig. 6) shows the mixture salinity (S) lines inside 
the brine tube. 

At 2000 s, the flow is divided into two regions. In the tube, 
there is a dominant cell of counterclockwise flow due to the 
sinking of heavier fluid at the center (Fig. 4(a)). Freezing is 
occurring at the base of this cell from the walls of the tube 
toward the center (Fig. 5(a)). A much smaller cell of weaker 
flow is present in the area where freezing is occurring. This 
cell is preventing fluid inside the tube from flowing out into 
the reservoir. As a result, the lines of constant salinity are only 
slightly disturbed from the initial state (Fig. 6(a)). 

The second set of results is for time t = 4800 s. The flow 
pattern for this case is quite different from the previous one. 
It can be seen from Fig. 4(b) that flow within the tube is now 
essentially restricted to an area at the top of the tube. In the 
rest of the tube, flow is very weak due to the larger area of 
freezing (Fig. 5(b)). At the top of the tube, freezing is very 
limited both in the vertical and the radial direction. This area 
where recirculating flow is occurring remains all liquid. It is 
essentially an inclusion of brine within the ice. Results for t 
= 7200 s show that it is still in a liquid state. 

As stated earlier, the liquid fraction drops from 1.0 to 0.05 
very rapidly at the top and wall of the tube. Figures 6(a) and 
6(b) represent the mixture salinity lines (S = ft Sj). In the areas 
where the liquid fraction is low, the values of S will be pro
portionately small. Therefore, salinity contours were only plot
ted where// is larger than 0.8. The values of S at the top and 
wall will be less than those in the adjacent liquid. This explains 
both the C-shape as well as the steep gradients at the liquid-
mushy zone interface. 

that forms in such cases. Thin tubes at this highly irregular 
interface have been observed to undergo a necking phenom
enon, resulting in brine pockets. The purpose of this paper 
was to describe how and why such a process occurs. The results 
presented here show the formation of one brine pocket by 
taking into account the fluid mechanics and phase change 
involved. Freezing in the radial direction inside the tube inhibits 
the exchange of fluid between the tube and the underlying 
brine. A pocket is formed, where salinity remains high. As a 
result, the pocket remains liquid as freezing continues in the 
downward direction. At the present time, the results of this 
study conform partly to the observed phenomenon, which 
shows necking in the top part of the tube and a repeat of the 
process. Currently, numerical tests are being conducted with 
tubes that are longer, i.e., with a smaller value of the aspect 
ratio all. The results should be even closer to the observed 
phenomena. 
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Thermophysical properties of the H20-NaCl system 

Conclusions 
A state-of-the-art method was used to predict numerically 

the complex phenomena that take place during the freezing of 
a binary compound. An attempt was made at looking specif
ically at the interface between the liquid and the mushy zone 
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The Effects of Moderately Strong 
Acceleration on Heat Transfer in the 
Turbulent Rough-Wall Boundary 
Layer 

W. Chakroun1 and R. P. Taylor1 

Introduction 
The present knowledge of the combined effects of surface 

roughness and acceleration on heat transfer in the turbulent 
boundary layer is poor. Reshotko et al. (1970) and Banerian 
and McKillop (1974) investigated nozzle wall flows, while Chen 
(1972) cited experimental results for flow over hemispheres. 
No boundary layer information was obtained in any of these 
studies. The only extensive heat transfer experiments with ac
celerated rough-wall boundary-layer flow were those of Cole
man (1976) and Coleman et al. (1981). He presented data for 
accelerated fully rough2 turbulent boundary layers. His ex
periments were limited to mild accelerations and the rough 
surface used in his experiment was composed of spheres packed 
in the most dense array. Coleman concluded that the fully 
rough boundary layer's response to acceleration was opposite 
to that of the smooth-wall boundary layer. The Stanton num
ber is larger for accelerated rough-wall flow than in the zero 
pressure gradient case at the same Reynolds number or posi
tion. Therefore, the combined effects of roughness and ac
celeration on heat transfer cannot be modeled by simple 
superposition of results from the zero pressure gradient rough-
wall experiments and the accelerated smooth-wall experiments. 
For the smooth wall, acceleration causes a decrease in the 
relative turbulence level and a decrease in Stanton number. 
On the other hand, accelerated rough-wall boundary layers 
have two competing effects. The acceleration causes a decrease 
in the relative turbulence level, but it also causes the boundary 
layer to become thinner and the skin friction to increase. This, 
in turn, results in a nondimensionally larger roughness element 
in terms of both inner and outer region coordinates and a 
larger overall roughness effect. 

This note presents results from an experimental investigation 
of the effects of moderately strong accelerations on heat trans
fer in the turbulent rough-wall boundary layer and is condensed 
from the ASME technical paper by Chakroun and Taylor 
(1992). Stanton number data are presented for four different 
values of acceleration parameter, K = v/lflo dUm/dx (where 
U„ is the edge velocity and v is the viscosity), ranging from 
0.3 X 10~6tol.3 x 10~6 for a rough-wall turbulent boundary 
layer where the roughness elements are 1.27-mm-dia hemi
spheres spaced two base diameters apart in a staggered array. 
These cases cover a wider range of accelerations and roughness 
regimes (aerodynamically smooth to fully rough) than was 
previously covered by Coleman (1976) and Coleman et al. 
(1981). 

'Thermal & Fluid Dynamics Laboratory, Department of Mechanical Engi
neering, Mississippi State University, Mississippi State, MS 39762. 

2Rough-wall turbulent flows are divided into three regimes. In aerodynamically 
smooth flows viscous effects dominate and the flow behaves as if the wall was 
smooth. In fully rough flows, the roughness effects dominate and viscosity is 
no longer important. Transitionally rough flows are those in between where 
both viscous and roughness effects are important. 
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at the National Heat Transfer Conference, San Diego, California, August 9-
12, 1992. Manuscript received by the Heat Transfer Division April 1992; revision 
received February 1993. Keyword: Forced Convection. Associate Technical Ed
itor: T. W. Simon. 

Experimental Apparatus and Measurements 
The experiments are performed in a closed-loop wind tunnel. 

The temperature of the circulating air is controlled with an 
air-to-water heat exchanger and a cooling water loop. Follow
ing the heat exchanger, the air flow is conditioned by a system 
of honeycomb and screens. A more detailed discussion of the 
facility and its qualification can be found in Coleman et al. 
(1988, 1991) and Hosni et al. (1989). 

The bottom wall of the nominally 2.4 m long by 0.5 m wide 
by 0.1 m high test section consists of 24 electrically heated flat 
plates, which are abutted together to form a continuous flat 
surface. Each nickel-plated aluminum plate (about 10 mm thick 
by 0.1 m in the flow direction) is uniformly heated from below 
by a custom-manufactured rubber-encased electric heater pad. 
Design computations show that a uniform temperature was 
maintained. The rough test plates are precision machined with 
1.27-mm-dia hemispherical elements spaced two diameters 
apart in staggered arrays. The measured average surface rough
ness on the "smooth" wall portion of the plates is less than 
1.6 /am, and the allowable step (or mismatch) between any two 
plates is 0.013 mm. The heating system is computer controlled. 
To minimize the conduction losses, the side rails that support 
the plates are heated to approximately the same temperature 
as the plates. 

The top wall of the test section is flexible and can be adjusted 
so as to produce a variety in free-stream velocity distributions. 
The region of acceleration in all the experiments, extending 
over a distance of 0.4 m (4 plate lengths), begins 1.52 m down
stream of a 0.25 cm high, 0.64 cm wide boundary layer trip. 
The flow is otherwise of uniform pressure. 

The free-stream velocity distribution is measured with a Pitot 
probe and a differential pressure transducer. The free-stream 
velocity is obtained every 0.1m (over each test plate centerline). 
The derivative in the acceleration formula is computed using 
central difference approximations, except for the first and the 
last plates in the accelerated flow region, where forward and 
backward difference approximations are used, respectively. 

Stanton Number Determination 
The data reduction expression for the Stanton number is 

r,,W-( UA)«f{Tw - rrail) - oeA (7* - 7?) 
pCpUvAWv-To) 

The power, W, supplied to each plate heater is measured with 
a precision wattmeter. The radiation loss, qn is estimated using 
a gray body enclosure model where the emissivity of the nickel-
plated aluminum is estimated as e = 0.11. The conductive heat 
loss, qc, is calculated using an experimentally determined ef
fective plate conductance, (UA)^h which includes both side-
rail and back losses. Both qr/Wand qc/Ware generally in the 
0.5-1 percent range. The density, p, and specific heat, Cp, are 
determined from property data for moist air using the meas
ured values of barometric pressure and wet and dry bulb tem
peratures in the tunnel. The plate temperature, T„, and rail 
temperature, Tmi], are measured using specially calibrated ther
mistors. The free-stream total temperature, T0, is computed 
using the measured free-stream recovery temperature, Tn and 
a recovery factor for the free-stream thermistor probe of r = 
0.86. All fluid properties are evaluated at the free-stream static 
temperature. The uncertainty in the experimentally determined 
Stanton number was estimated based on the ANSI/ASME 
Standard on Measurement Uncertainty (1986) following the 
procedures of Coleman and Steel (1989). For the Stanton num
ber data in this paper, the overall uncertainty, as discussed by 
Hosni (1989) and Hosni et al. (1989), ranges from ±2 to ±5 
percent depending on flow conditions. 
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Discussion of Experimental Results 
The experimental study provides rough surface heat transfer 

data for four levels of acceleration ranging from moderate to 
moderately strong. The nominal values of the acceleration 
parameter K are 0.34 x 10"6 ± 15 percent, 0.6 x 10"6 ± 
19 percent, 0.95 x 10~6 ± 13 percent, and 1.34 x 10~6 ± 
13 percent for free-stream inlet velocities of 28, 12, 8, and 5 
m/s, respectively. The classification of the flow regimes for 
the boundary layer over this rough surface was determined by 
Hosni (1989) and Hosni et al. (1989) based on the shape of 
the near-wall axial turbulence intensity and by the value of the 
ratio of the apparent shear stress due to the roughness element 
to the total shear stress computed using the discrete element 
method (Hosni, 1989). These four inlet free-stream velocities 
are considered to cover all the three flow regimes, namely full 
rough, transitionally rough and aerodynamically smooth re
gimes. For the rough surface used in this experiment, the 12 
and 28 m/s flows are classified as fully rough. The 8 m/s flow 
is classified as transitionally rough and the 5 m/s flow as 
aerodynamically smooth. These flow regimes are based on the 
flow conditions upstream of the accelerated region where zero 
pressure gradient exists. 

For the experimental results, heat transfer data are presented 
in Figs. 1-5 in terms of Stanton number distribution versus 
distance along the test section, x. Figure 1 presents represent
ative results from the same facility for a smooth-wall with 
nominal acceleration of K - 1.5 x 10~6. The other figures 
present the rough-wall results. These data are taken with con
stant wall temperature and reduced under the assumption of 
incompressible turbulent boundary layer flow. In order to con
trast the data for accelerated cases and the zero pressure gra
dient results, each plot contains the Stanton number distribution 
for both cases, and the same scale is used on all plots for easy 
comparison. The velocity distribution along the test section 
that resulted in the acceleration parameter K is presented with 
each figure. Tabular listings of Stanton number values, velocity 
distribution, and the acceleration parameter can be found in 
Chakroun (1992). 

Figures 1 and 2 show the results for the 5 m/s runs. The 
rough-wall flow regime in Fig. 2 under K = 0 conditions is 
considered to be aerodynamically smooth. The values of the 
nominal acceleration parameter K for this inlet free-stream 
velocity are 1.5 x 10"6 for Fig. 1 and 1.34 x 10~6 for Fig. 
2. The free-stream velocity increases from 5 m/s to 6.1 m/s 
in both cases. In the accelerated region of Fig. 2, the Stanton 
number distribution for the first three plates (x = 1.55 m, 
1.65 m, and 1.75 m) behaves similarly to the zero-pressure 
gradient case but increases sharply at x = 1.85 m (last plate 
of the accelerated region). The increase in Stanton number for 
the accelerated run compared to the zero pressure gradient case 
is about 19 percent. Downstream, where the acceleration is 
removed, the distribution of Stanton number exhibits a distinct 
shift from the baseline case. This shift is also obtained in St 
versus enthalpy thickness Reynolds number plots (not shown) 
and is not merely a virtual origin effect. The free-stream ve
locities for the two runs are different (5 m/s and 6.1 m/s) in 
that region, so each case corresponds to a different flow regime 
and roughness state. This behavior was recognized previously 
by Hosni et al. (1989) for this surface. They reported that for 
zero-pressure gradient and free-stream velocities below 
28 m/s Stanton number distribution depends very much on 
the free-stream velocity and each free-stream velocity corre
sponds to a different roughness state. For velocities higher than 
28 m/s, Stanton number data do not exhibit free-stream ve
locity dependency. In the smooth-wall case shown in Fig. 1, 
a decrease in Stanton number by 15 percent compared to un-
accelerated correlation (Taylor et al., 1989) is recorded. As 
shown by the distribution of Stanton number in Fig. 2, the 
response of this aerodynamically smooth (under K = 0 up
stream conditions) rough surface to acceleration is opposite to 
that of a smooth wall. 

The 8 m/s case is transitionally rough and the increase in 
Stanton number is 18 percent. The value of the acceleration 
parameter is 0.95 x 10"6. The free-stream velocity for this 
case increases from 8 to 9.8 m/s in the accelerated region. As 
shown in Fig. 3, Stanton number increases on the last three 
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plates (x - 1.65 m, 1.75 m, and 1.85 m) of the accelerated 
region compared to zero-pressure gradient case but remains 
the same as the K = 0 case for the first accelerated plate {x 
= 1.55 m). In the zero pressure gradient region, downstream 
of the acceleration zone, the Stanton number again does not 
recover to that for the baseline case and a different roughness 

state exists downstream of the acceleration than existed up
stream. 

Figure 4 shows the result for 12 m/s where the velocity 
increased to 14.5 m/s in the region of acceleration. The value 
of K is 0.6 x 1(T6. This case is a borderline fully rough and 
the Stanton number increases in the accelerated region by 13 
percent compared to zero pressure gradient case. For the same 
acceleration on the smooth wall, the Stanton number decreases 
by the same order of magnitude. 

For 28 m/s, which is in the fully rough regime, K is deter
mined to be 0.34 x 10~6. The free-stream velocity increases 
from 28 to 35.5 m/s. As shown in Fig. 5, the Stanton number 
is greater than the K = 0 case on all the plates under accel
eration (x = 1.5 m to x = 1.9 m) and appears to recover 
downstream to unaccelerated baseline values when acceleration 
is removed. The Stanton number in the accelerated region is 
about 8 percent larger than for the zero pressure gradient case. 
On the other hand, this moderate acceleration shows almost 
no effect on Stanton number for the smooth wall. 

Summary and Conclusion 
In this experiment, the combined effects of free-stream ac

celeration and surface roughness on heat transfer in the tur
bulent boundary layer are investigated. The data cover a variety 
of flow conditions ranging from aerodynamically smooth 
through transitionally rough to fully rough boundary layers 
with accelerations ranging from mild to moderately strong. 

The results for the fully rough cases show an increase in the 
Stanton number in the accelerated region compared to unac
celerated cases at the same x position. However, for the aero
dynamically smooth and transitionally rough cases, a weak 
effect of acceleration on Stanton number is seen at the begin
ning of acceleration until the last portion where the Stanton 
number rises sharply. 
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Introduction 
Theoretical and experimental studies of heat transfer with 

condensation over an isothermal flat plate have been carried 
out by many investigators in the past. In general, the most 
important is the work by Sparrow et al. (1967), which is an 
extension of Nusselt's original theory for a mixture of vapor 
and a noncondensable gas. They have demonstrated that the 
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Fig. 1 Schematic representation of humid air flow over a cooled flat 
plate 

drop in temperature across the liquid-vapor interface, due to 
interfacial thermal resistance, has a negligible effect on the 
heat transfer rate for an air-water mixture. However, they 
concluded that even a very small amount of noncondensable 
gas in a pure vapor, such as air in steam, can significantly 
decrease the heat transfer rate. 

Hijikata and Mori (1973) applied an integral method to a 
similar problem by assuming the principal of similarity for the 
distribution of temperature, velocity, and concentration by a 
third-order polynomial, whereas Legay-Desesquelles and Pru-
net-Foch (1985, 1986) employed a finite difference scheme 
based on the general method of Patankar and Spalding (1970) 
using the results of Hijikata and Mori (1973) to determine the 
liquid density at the wall. 

To date, heat transfer analysis has not been carried out for 
unsaturated air as a working fluid, despite its practical im
portance, and to the best of our knowledge there is no cor
relation available to predict the heat transfer coefficient from 
humid air under these conditions. Therefore, in this paper an 
attempt is made to analyze the heat and mass transfer from 
saturated and unsaturated humid air flowing over an isother
mal cooled flat plate using a similarity scheme. Based on the 
numerical results, a practical correlation is developed to es
timate the heat transfer coefficient from humid air where de-
humidification occurs simultaneously. 

Analysis 
Consider a two-dimensional steady flow of humid air flow

ing parallel to an isothermal flat surface, as illustrated in Fig. 
1. The fluid is assumed to have relative humidity </> and tem
perature Too, which is higher than the plate temperature Tw. 
It is further assumed that condensation occurs at a point in 
the thermal boundary layer where dry bulb temperature ap
proaches a lower temperature than that of the air dew point. 
The assumptions, governing differential equations, and 
boundary conditions employed in the present analysis are sim
ilar to those of Legay-Desesquelles and Prunet-Foch (1986), 
except that the air is not saturated, and the liquid density at 
the wall and its location in the boundary layer where temper
ature approaches dew point temperature is unknown a priori. 

The corresponding equations of continuity of mixture, con
tinuity of noncondensable gas, momentum, and energy are 

(1) 

(2) 

(3) 

(4) 

(5) 

d(pu) d(pv) 

dx dy 

d(pgug) + d(pgvg) 

dx dy 

d(pu2) d(puv) d2u 

dx ' dy ''"'dy2 

d(phu) d(phv) d2T d 
dx dy dy2 dy 

X 

where 
pu = pgug + pt 

{pg + Pv)D(hg hv)
d( Ps ) 

dy \pg + p„J _ 

Uv+p,Uh pV = pgVg + pvVv + piVi 
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drop in temperature across the liquid-vapor interface, due to 
interfacial thermal resistance, has a negligible effect on the 
heat transfer rate for an air-water mixture. However, they 
concluded that even a very small amount of noncondensable 
gas in a pure vapor, such as air in steam, can significantly 
decrease the heat transfer rate. 

Hijikata and Mori (1973) applied an integral method to a 
similar problem by assuming the principal of similarity for the 
distribution of temperature, velocity, and concentration by a 
third-order polynomial, whereas Legay-Desesquelles and Pru-
net-Foch (1985, 1986) employed a finite difference scheme 
based on the general method of Patankar and Spalding (1970) 
using the results of Hijikata and Mori (1973) to determine the 
liquid density at the wall. 

To date, heat transfer analysis has not been carried out for 
unsaturated air as a working fluid, despite its practical im
portance, and to the best of our knowledge there is no cor
relation available to predict the heat transfer coefficient from 
humid air under these conditions. Therefore, in this paper an 
attempt is made to analyze the heat and mass transfer from 
saturated and unsaturated humid air flowing over an isother
mal cooled flat plate using a similarity scheme. Based on the 
numerical results, a practical correlation is developed to es
timate the heat transfer coefficient from humid air where de-
humidification occurs simultaneously. 

Analysis 
Consider a two-dimensional steady flow of humid air flow

ing parallel to an isothermal flat surface, as illustrated in Fig. 
1. The fluid is assumed to have relative humidity </> and tem
perature Too, which is higher than the plate temperature Tw. 
It is further assumed that condensation occurs at a point in 
the thermal boundary layer where dry bulb temperature ap
proaches a lower temperature than that of the air dew point. 
The assumptions, governing differential equations, and 
boundary conditions employed in the present analysis are sim
ilar to those of Legay-Desesquelles and Prunet-Foch (1986), 
except that the air is not saturated, and the liquid density at 
the wall and its location in the boundary layer where temper
ature approaches dew point temperature is unknown a priori. 

The corresponding equations of continuity of mixture, con
tinuity of noncondensable gas, momentum, and energy are 
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hg=Cpg(T-T00), h^CpAT-T^), 

h,= Cp,(T-Tm)-L (6) 

phu = Pghgug + p„hvuv + p/h/ti/ (7) 

The velocities of gas and vapor are given by Fick's law using 
a binary diffusion coefficient D such as 

1.2 

v,= v-
'.+P"D1-
Pg dy \(Pg + pv) 

From Eqs. (2) and (8) 

d(PgU) d(pgV) d ( d 

dx dy dy (^ s dy \pg + pv 

(8) 

(9) 

Using the assumptions ug = u„ = u and that the partial pressure 
of the condensing vapor, P„, is given as a function of tem
perature, the concentration of air and water vapor can be 
deduced by assuming that the two gases are perfect. In Eqs. 
(l)-(4) four unknowns, «, v, T, ph must be determined. The 
corresponding boundary conditions are 
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Fig. 2 Dimensionless temperature in the laminar boundary layer for 
saturated air 
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(10) 

p!w is unknown, and can be determined as part of the solution. 
The system of nonlinear differential Eqs. (l)-(4) is solved 

by a similarity scheme, introducing the conventional stream 
function, which satisfies the continuity equation as 

pu = ~ , pv = 
dy 

and the transformed variables 
/ \ 1/2 

v = —- — y , V-
\VXX pa 

dx 

= (poo/XcUcoX)1'7(rj), 6 = -—— 

(11) 

(12) 

Nomenclature used in this paper is the same as that of Legay-
Desesquelles and Prunet-Foch (1986): 

\ (&) fP~u~ = 

pf'"+p'f 

(Pg + pv)D(^-) 
\Pg + Py) 

"+^W/"=o 

P (13) 

(14) 
2/* 

- » h'fiia,p<x = \(T'p)' 

(pg + p„)D(hg-hu U5) 
\Pg + PvJ 

with the boundary conditions in terms of the transformed 
variables given by 

V = 0:f=0,f=fmT=Tw; tj = oo: / ' = 1, T= 71. (16) 

where in the above equations, primes represent derivative with 
respect to rj. Using Fick's law and relations (11) and (12), it 
can be shown that 

fw-
PooVoc [K1 ('• VI 

\Pg + PvJ 
(17) 

The set of differential Eqs. (13)—(15) with boundary con
ditions (16) is integrated using the fourth-order Runge-Kutta 
method. Integration is started at )? = 0 and marched toward 
rjoo. For Prandtl number of 0.7, it is found that ?)oo = 8 and 
Aij = 0.05 are proper choices, and the accuracy of numerical 
calculation is checked by comparing the results with the the
oretical and experimental studies of Legay-Desesquelles and 
Prunet-Foch (1986). For numerical integration, there exists a 
deficit of three starting values at TJ = 0. Hence, some initial 

values for /" , T', and p are guessed and a systematic refinement 
of the estimated values is made by performing the forward 
integration and comparing the calculated results at i\ = oo. The 
refinement procedure applied was the Newton-Raphson shoot
ing scheme and iteration is terminated when two successive 
iterations differed by less than 10~8 (Farshidiyanfar, 1990). 
However, by numerical experimentation it is found that initial 
guessed values for / " , T', and p should be between 0.1 and 
1.5. 

Results 
The set of differential Eqs. (13)—(15) is solved for a wide 

range of humid air with temperature (30-90°C), differences 
in dry bulb temperature and the wall (10-30°C) and various 
air speeds (2-6 m/s) over a cooled flat plate. At each point in 
the boundary layer the thermophysical properties of air and 
vapor mixture are determined at the corresponding tempera
ture using thermodynamic tables. For humid air, the wall tem
perature is assumed to be lower than the dew point temperature 
of the surrounding air. Although the liquid density at the wall 
was obtained as part of the solution in the present analysis, 
the assumption adopted in the study of Legay-Desesquelles 
and Prunet-Foch (1986) is also justified when the present results 
for saturated air are compared with those obtained by these 
authors. 

Figure 2 shows a typical temperature profile in the boundary 
layer, compared with the theoretical and experimental work 
of Legay-Desesquelles and Prunet-Foch (1986). Similar trends 
are obtained for the corresponding velocity profile. Very good 
agreement is observed from similarity solution for dehu-
midification of saturated air over a flat plate. Velocity, tem
perature, and concentration boundary layer thicknesses for 
humid air are presented in Fig. 3. Concentration boundary 
layer is much thinner because the saturated conditions begin 
when the air temperature drops to the dew point temperature, 
and condensation starts from this location. Concentration gra
dient is zero between the free stream and position of dew point 
temperature, which means that water vapor pressure is constant 
up to the dew point temperature, where rj is about 1.8. As the 
air relative humidity increases the concentration boundary layer 
increases and the point at which condensation starts moves 
farther away from the wall. 

In Fig. 4 the relative humidity profile over the plate for 
various free-stream air temperatures is illustrated. Free-stream 
relative humidity is taken to be 80 percent and the difference 
in temperature between free air stream and the wall, AT, is 
30°C. This figure indicates the effects of free-stream temper-
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ature on the concentration profile in the boundary layer. Figure 
5 shows the dehumidification rate per unit length of the plate, 
(mx)/Rex

/2 (kg/m«s) for various psychrometric conditions. For 
saturated air, excellent agreement is observed with the results 
of Legay-Desesquelles and Prunet-Foch (1986). The lower the 
air temperature or relative humidity, the smaller the conden
sation rate. However, the effect of air temperature is more 
pronounced when comparing lines 1 and 4 in Fig. 5. This is 
due to the sharp decrease of vapor pressure with lowering air 
temperature in the range of conditions studied. 

Total heat transfer to the plate is q," = qs + q", where qs 
is the sensible and q" is the latent heat flux to the plate and 
can be obtained from 

1/2 
« » \ Pw 

QS = x r „ = 0 (—-
VmX 

q, =L(pvvB), (18) 

and for dry air q" = XT" (um/vx)in. The sensible Nusselt num
ber, which corresponds to sensible heat transfer, and the total 
Nusselt number, which takes into account the latent heat re
lease due to condensation, can be derived from Eqs. (12) and 
(18) 

Nu„ = t?^Rei/-
(PPoo) 

1/2' Nuv, = Nuv 
(fiuVy)wX 

r XAT 
(19) 

Figure 6 illustrates the variation of Nu^j with respect to Rex 
for various humid air conditions. The effects of increasing 
water vapor pressure and the temperature difference between 
the air and wall are considerable on the sensible Nusselt num
ber. This figure shows that as T^ increases, the sensible Nusselt 
number, Nux,s, also increases. However, for a fixed value of 
Tm, as the value of AT increases, Nux>/ decreases. This can be 
observed from Eq. (9), in that reduction of Nuxj is much greater 
than the augmentation of Nu^j. However, as the air temper
ature decreases, the difference between the heat transfer of 
humid air and dry air decreases. This indicates that, since the 
vapor pressure at low air temperature is rather low, conden
sation does not significantly affect the heat transfer. Figure 7 
illustrates the effects of variations of psychrometric conditions 
on the total Nusselt number as a function of Reynolds number. 
Based on the Reynolds analogy, it can be concluded that the 
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friction factor increases due to dehumidification, at higher air 
temperatures. However, at lower air temperatures, the differ
ence in friction factor between humid air and dry air is de
creased. 

Heat transfer for humid and saturated air over an isothermal 
flat plate is different from that of dry air. The Nusseit number 
increases with an increase in air relative humidity, as shown 
in Fig. 7. It also becomes greater with an increase in the dif
ferences of water vapor partial pressure of humid air, PVE, 
and that of the plate surface, Pvw. This leads to an increase 
in the corresponding Nusseit number. In addition to these 
effects, it is found that any reduction in humid air atmospheric 
pressure also contributes to the enhancement of heat transfer 
coefficient (Farshidiyanfar, 1990). 

The numerical results obtained may be correlated by an 
expression of the form 

-0.337 / „ „ \ 0.524 

N u „ = 0.902(Rex)° P_VE 

P w° 
(20) 

where P is the atmospheric pressure. This equation is valid for 
the following range of conditions: 

104<Re<105 , Pr = 0.7, 4 0 ° C < r „ < 9 0 o C , 4>>50 percent 

with a correlation coefficient of 0.95. Figure 8 illustrates nu
merical prediction of Nusseit number of humid air, compared 
with that of dry air as well as data reported by Legay-Deses-
quelles and Prunet-Foch (1986). This graph merely serves to 
confirm that the mass transfer significantly affects the con-
vective heat transfer coefficient. It also supports to some extent 
the findings of previous investigators (Legay-Desesquelles and 
Prunet-Foch, 1986) who have carried out theoretical and ex
perimental analysis and reported a significant increase in heat 
transfer coefficient where simultaneous heat and mass transfer 
occur. 

Conclusion 
The effects of dehumidification from humid air of laminar 

air flow over an isothermal cooled flat plate have been inves
tigated using the similarity scheme. The results obtained for 
both saturated and unsaturated humid air are compared with 
those of dry air. It can be concluded that dehumidification 
has significant effects of both sensible and latent heat transfer 
as well as the friction factor. However, the difference in heat 
transfer coefficient compared with that of dry air is reduced 
as the relative humidity is decreased. Finally, the most useful 
result in terms of practical applications that can be obtained 
from the present investigation is the development of a new 
heat transfer correlation to estimate the heat transfer coeffi

cient from humid air flowing over an isothermal cooled flat 
plate. 
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perimental analysis and reported a significant increase in heat 
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occur. 
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U = axial free-stream velocity, m/s 
Uc = velocity at the center of the duct upstream of the 

wavy section 
V = voltage across liquid crystal, V 
x = distance from the leading edge of the wavy sec

tion, m 
X = variable distance starting from the leading edge 

of the channel to local points on the wavy wall, 
m 

x, = measurand i 
bx = uncertainty of measurand x-, (20:1) 

e = emissivity of liquid crystal surface 
f = unheated entrance length, m 
JX = viscosity of air, N-s/m2 

p = density of the plastic substrate 
a = Stefan-Boltzmann constants 

Introduction and Literature Review 
To improve heat exchanger efficiency, considerable atten

tion has been focused on understanding convective heat trans
fer with unconventional internal flow passages. One such 
passage is the corrugated wall channel, which excites insta
bilities in the flow and appreciably enhances heat transfer. 
Corrugated wall is usually used to refer to a geometry with 
repeated triangular elements with sharp edges. The same ge
ometry with rounded corners is called a wavy wall or a wavy 
sinusoidal wall since it represents a sinusoidal function. In the 
following, some previous work done on triangular (corrugated) 
and sinusoidal (wavy) channels will be discussed. 

Goldstein and Sparrow (1977) were the first to use the 
naphthalene technique to measure local and average heat trans
fer coefficients in a corrugated wall channel. Their channel 
included two corrugations with an angle of 30 deg. They ob
served secondary flows in the regions of high resolution local 
mass transfer measurement, and their comparison of results 
with parallel-plate channels showed an enhancement in the 
average heat transfer by a factor of three in the low Reynolds 
number, turbulent regimes. Later, O'Brien and Sparrow (1982) 
performed a complete study on the same geometry (with more 
corrugation cycles) including pressure drop and flow visual
ization. Amano et al. (1987) investigated the average Nusselt 
number and skin friction coefficient numerically for a ge
ometry similar to that of Goldstein and Sparrow. Their average 
Nusselt number compares reasonably with those measured by 
O'Brien and Sparrow. Recently, Greiner et al. (1991) measured 
pumping power and heat transfer augmentations in a rectan
gular channel with grooves (corrugations similar to those of 
O'Brien and Sparrow, 1982) but on one wall only. They in
vestigated the effects of unheated grooves on heat transfer 
from the opposite wall with uniform heat flux boundary con
ditions and reported significant heat transfer enhancements on 
the opposite wall. Molki and Yuen (1986) studied the effect 
of the interwall spacing of corrugation channels on the mass 
transfer coefficients for a Reynolds number range of 4000 < 
Re < 35,000 in the developing and fully developed flow re
gions. Ali and Ramadhyani (1992) did the most recent inves
tigations of heat transfer and flow visualizations in corrugated 
channels with water as the working fluid for two channel spac-
ings and a relatively low range of Reynolds numbers (150 < 
Re < 4000). They compared their results with a parallel-plate 
channel and concluded that the corrugated channel shows 
higher Nusselt number even at a Reynolds number as low as 
200. 

Sparrow and Hossfeld (1984) examined the effect of round
ing the edges of the triangular geometry considered previously 
in heat transfer and pressure drop measurements. They con
cluded that rounding of the corrugation peaks in general is a 
good trade off between heat transfer and pressure drop, re

sulting in a moderate reduction in Nusselt number and yet a 
higher percentage reduction in friction factor. Later, Asako 
et al. (1988) and Garg and Maji (1988) performed numerical 
analysis on flow and heat transfer in symmetric wavy channels. 
Ektesabi and Sako (1991a) conducted flow visualizations and 
pressure drop measurements for wavy sinusoidal channels and 
expressed the friction factor as a function of Reynolds number 
/ = C Re", where C and n were expressed as a function of the 
channel geometry. Oyakawa et al. (1989) investigated the local 
heat transfer coefficients and friction factor for a wavy channel 
and concluded that the location of maximum heat transfer on 
each wave is independent of the height of the channel (spacing 
between the two opposite wavy walls). Finally, Nishimura et 
al. (1990) performed mass transfer and flow observations in 
symmetric wavy-walled and arc-shape walled channels. They 
observed an earlier transition of turbulence in arc-shaped walls 
as compared with wavy walls. 

Although in the present study measurements have been con
ducted for a somewhat different geometry, the above works 
provide background information for the present work. In ad
dition, secondary flow or successive separations and reattach
ments are common behaviors of many complex flows. Since 
this work contributes to the fundamental understanding of 
complex channel flows, the authors decided first to investigate 
a channel with one wavy wall. Therefore, in this research, only 
a portion of one side of a duct with rectangular cross section 
was made of sinusoidal wavy geometry. The experimental tech
nique employed liquid crystals to provide localized measure
ments. This technique was first described by Simonich and 
Moffat (1982) who used cholesteric encapsulated liquid crystals 
to map temperature contours on the end wall of a cylinder in 
crossflow. Hippensteele et al. (1983) used the same technique 
for measurements of local heat transfer on several geometries 
such as jet impingement on a flat plate. Later, Baughn et al. 
(1985, 1986) improved the liquid crystal technique introduced 
by Simonich and Moffat, and Baughn and Saniei (1989) used 
the improved technique for local heat transfer measurements 
in tube bank arrangements. Baughn and Saniei (1991) also 
used this technique to investigate the effect of thermal bound
ary conditions on heat transfer from long cylinders. 

Experimental Technique and Apparatus 
The test section was the end section of a long rectangular 

duct (50.8 cmx 10.16 cm) made of clear plexiglass. The total 
length of the duct was 500 cm, and the test section started 350 
cm from the inlet of the duct, $/DH=22 from the entrance 
(the flow is not considered hydrodynamically fully developed). 
A suction fan was connected to the exit of the duct 50 cm 
downstream of the test section. The wavy portion of the chan
nel was made of hard plastic 2 mm thick, and the gap between 
this surface and the channel wall was filled with styrofoam to 
minimize conduction losses. Peak-to-peak wave for this ge
ometry was 6.667 cm, the amplitude of each wave was 1.27 
cm, and the aspect ratio was 8:1. Surface geometry included 
seven waves (peaks) and occupied about 45 cm of the length 
of the duct and spanned the entire width of the channel (Fig. 
1). Precise representations of the wall geometry are given in 
Figs. 2 and 3. The wavy surface was painted black, and a thin 
polyester sheet with vacuum-deposited gold film glued to the 
surface covered 20.32 cm of the center portion of the width 
and the entire wavy length. For the purpose of heating, electric 
conductive adhesive tape (1.27 cm wide, 0.0035 cm thick) was 
taped over the front and rear lines of the gold-coated sheet as 
lead wires. Then, these tapes were connected to a regulated 
DC power supply (Hewlett Packard, model 6633A), which 
provided voltage and current steady to four digits. On top of 
the gold coating, a thin layer of encapsulated liquid crystals 
was sprayed by air brush, and grids were marked on the sides 
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and top of the sheet using a thin white pencil to ease the data 
collections. Velocity and temperature measurements were per
formed 50 cm upstream of the test section, A Validyne pressure 
transducer (model Dpl03-16) in conjunction with a Pitot tube 
was used for velocity measurements. 

Experimental Procedure 
After the suction fan was turned on and the desired Reynolds 

number was obtained, the lead wires (extension of the con
ductive tapes) were connected to the power supply and the 
voltage was slowly increased to a value close to the minimum 
required to obtain a wall temperature near the liquid crystal 
color play temperature. The apparatus was operated in this 
condition for approximately 45 minutes. Then, the voltage was 
slowly increased until the green color (event temperature) ap
peared on the surface where the minimum heat transfer coef
ficient was located. The apparatus was allowed to come to 
steady state (usually 15 to 20 minutes), after which voltage, 
current, temperature, and the location of the green color 
(35.4°C) were recorded. In order to map the entire wavy sur

face, the voltage was increased by an increment of 0.1 to 0.3 
V, and data were recorded as the green color moved to a 
different location, or locations corresponding to higher heat 
transfer coefficients. The entire localized data (color plays) 
were observed and recorded from the top of the channel per
pendicular to the wavy wall (90 deg angle), since the calibration 
of liquid crystal was made from the same angle. If data are 
recorded from a different angle, the liquid crystal color play 
should also be calibrated from that angle. The local heat trans
fer coefficient was calculated by 

hx = q" /(T,c-Ta) 

where qc is given by 
q" =fIV/A • -ea(TJc-T"a)-qi" 

and the average heat transfer coefficients were obtained by the 
integration of the local heat transfer coefficients: 

ha = \hxdx/Lc 
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Table 1 Uncertainty analysis of a typical run 
x i Value 6x; (6xj/Nui).(dNu/dx).100 

V 17.82 0.2 1.1 

I 2.55 0.03 1.2 

A 0.128 0.00254 • 2.0 

f 1 0.08 8.0 

e 0.5 0.1 2.4 

T a 23 0.3 2.5 

Tl.c. 35.4 0.3 2.5 

Total uncertainty in Nu = 9.43% 

The air temperature, Ta, used for calculations was recorded 
50 cm upstream of the test section, which happened to be the 
same temperature if taken as near as 2 cm above the peak of 
the entire wavy wall in the test section area. In a separate 
experiment, temperature was measured 0.5 cm above each peak 
of the seven waves and a 3°C temperature increase was ob
served between the first peak and the seventh peak. It should 
also be mentioned that although the local heat transfer coef
ficients were obtained from applying different heat fluxes to 
the surface, the entire data may still be mapped on the same 
graph if the properties are not affected by the change of heat 
flux during the experiments. This was the case in this study, 
since there was not a significant temperature change as a result 
of changing heat flux during the experiments. The character
istic length used to calculate Reynolds numbers and Nusselt 
numbers was the distance between the peak of the waves and 
the top of the rectangular channel (8.89 cm). If the objective 
was comparison of the results with previous works, the hy
draulic diameter of the minimum channel cross section could 
have been a better choice as the characteristic length since it 
has been used by some other investigators. This choice would 
only cause a shift in the results obtained in this study. To 
compare the average heat transfer coefficient with a semi-
infinite flat plate with unheated starting length (Kays and 
Crawford, 1980), the characteristic length in the Reynolds 
number was the distance between the inlet of the duct up to 
the end of the wavy section (Fig. 5). 

The uncertainty of the heat measurements was estimated 
using the uncertainty analysis of Kline and McClintock (1953), 
with odds of 20:1. Table 1 shows the individual contributions 
of each measurand. The uncertainty in the position readings 
(taken from photographs or from grids on the sides and sur
face), is estimated to be 2 mm in the regions with steep tem
perature gradients (downstream of the maximum heat transfer 
in the valleys) and 3 mm in the regions where temperature has 
mild slopes (upstream of the maximum heat transfer in the 
valleys). In order to minimize the nonuniformity of the gold 
film, attempts were made to carefully select the center pieces 
of the gold coating sheet. The uncertainty due to this factor 
is given in Table 1 as 8 percent. 

Discussion of Results 

(A) Local Heat Transfer. Local heat transfer coefficients 
were measured for a channel wall with a total of seven con
tinuous waves, each wave covering 6.667 cm of the duct wall 
(peak-to-peak distance). Experiments were conducted for four 
Reynolds numbers in the turbulent regime (11,050 < Re < 
35,554). The distributions of the heat transfer coefficient for 
two Reynolds numbers are shown in Fig. 2. For every Reynolds 
number, temperature patterns and, therefore, heat transfer 
distributions were similar in all seven waves. However, the 

Nu 
(average) 

Wave numbers 

Fig. 4 Average Nusselt numbers for each wave at different Reynolds 
numbers 

magnitudes (i.e., the maximum and minimum on each wave) 
were different. The maximum heat transfer coefficient for each 
wave was located approximately 1.4 cm upstream of the peak 
of each wave due to the impingement of the free shear layer 
separated from the previous wave. This means that the location 
of maximum heat transfer (point of reattachment) on each 
wave is at about x = 0.79P, which is higher than suggested by 
Oyakawa et al. (1989). This could be due to the difference 
between the two geometries (their geometry included a duct 
with two opposite wavy walls). The maximum local heat trans
fer of the entire surface belonged to the second wave, which 
was 10 to 20 percent higher than others. Immediately down
stream, right after the maximum heat transfer (impingement) 
occurs on the front side of a peak, an accelerating flow bound
ary layer is expected to develop. A steep positive temperature 
gradient is evidence of this development. Then, this boundary 
layer separates near the peak, the heat transfer drops to its 
lowest value, approximately 1.3 cm downstream of the peak 
of the corresponding wave. Beyond this point, heat transfer 
increases again due to turbulent mixing in the valley region 
between the two adjacent peaks until once again it reaches a 
maximum at the next reattachment (impingement) place. This 
pattern repeats for the entire area (seven continuous waves). 
Figure 3, which is a blow up of Fig. 2 (including results for 
four Reynolds numbers), shows the effect of Reynolds numbers 
on the local heat transfer coefficient for the second peak only. 
This figure shows higher local heat transfer for higher Reynolds 
numbers, especially near maximum heat transfer areas. 

(B) Average Heat Transfer. The highest average heat trans
fer coefficient was on the second wave. Apparently this wave 
is exposed to the maximum turbulence which is initiated by 
the upstream corrugation. Figure 4 represents the average Nus
selt number for the seven waves for four different Reynolds 
numbers. These average Nusselt number values are based on 
the total area of each wave and are not based on projected 
area. The second wave shows a higher average heat transfer 
coefficient. Also a higher Reynolds number results in a higher 
average Nusselt number for all the waves. This is expected 
since the average Nusselt number is obtained by integrating 
the local Nusselt number distribution over the area. The av
erage Nusselt number was constant after the third wave as soon 
as flow became periodically fully developed. The average Nus
selt number of the wavy channel wall was compared to the 
average Nusselt number suggested by Kays and Crawford (1980) 
for a flat plate with unheated starting length (Stx Pr0,4 = 0.0287 
Rei0 2 [1 (fAY)9/l°] 1/9). Since the suggested equation is for 
local values, the local heat transfer coefficients were calculated 
based on local Reynolds numbers and numerically integrated 
over the entire length for comparison with the experimental 
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values of the wavy wall (note: Jfis measured from the entrance 
of the channel and f is the unheated length). Figure 5 shows 
this comparison for four Reynolds numbers. The enhancement 
of heat transfer with a wavy wall is clear. Heat transfer coef
ficients are increased by almost a factor of three for the wavy 
wall. It is worth mentioning that the heat transfer enhancement 
shown in Fig. 5 might also be partly due to the differences 
between thermal boundary conditions used in this experimental 
study and that of the equation suggested by Kays and Crawford 
(uniform heat flux versus uniform wall temperature). 

Conclusions 
An experimental study of convective heat transfer was per

formed in the turbulent regime for a wavy wall channel. Heat 
transfer coefficients from seven waves and for four Reynolds 
numbers were investigated. The local Nusselt number distri
bution had the highest magnitude on the second wave, although 
the distribution of heat transfer followed the same pattern for 
all seven corrugations. The maximum local Nusselt number 
was located upstream of the peak of each wave, but the min
imum local Nusselt number was located downstream within a 
short distance of the peak of each wave. 

From the standpoint of the average Nusselt number, it ap
pears that the highest average Nusselt number belongs to the 
second wave and Nusselt number stays uniform downstream 
of the third wavy as a result of the flow being periodically 
fully developed. Higher Reynolds numbers result in higher 
average Nusselt numbers, and the average Nusselt number of 
the wavy wall is higher than the flat-wall channel Nusselt num
ber for the range of Reynolds numbers used in this study. 
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values of the wavy wall (note: Jfis measured from the entrance 
of the channel and f is the unheated length). Figure 5 shows 
this comparison for four Reynolds numbers. The enhancement 
of heat transfer with a wavy wall is clear. Heat transfer coef
ficients are increased by almost a factor of three for the wavy 
wall. It is worth mentioning that the heat transfer enhancement 
shown in Fig. 5 might also be partly due to the differences 
between thermal boundary conditions used in this experimental 
study and that of the equation suggested by Kays and Crawford 
(uniform heat flux versus uniform wall temperature). 

Conclusions 
An experimental study of convective heat transfer was per

formed in the turbulent regime for a wavy wall channel. Heat 
transfer coefficients from seven waves and for four Reynolds 
numbers were investigated. The local Nusselt number distri
bution had the highest magnitude on the second wave, although 
the distribution of heat transfer followed the same pattern for 
all seven corrugations. The maximum local Nusselt number 
was located upstream of the peak of each wave, but the min
imum local Nusselt number was located downstream within a 
short distance of the peak of each wave. 

From the standpoint of the average Nusselt number, it ap
pears that the highest average Nusselt number belongs to the 
second wave and Nusselt number stays uniform downstream 
of the third wavy as a result of the flow being periodically 
fully developed. Higher Reynolds numbers result in higher 
average Nusselt numbers, and the average Nusselt number of 
the wavy wall is higher than the flat-wall channel Nusselt num
ber for the range of Reynolds numbers used in this study. 
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p = pitch between subsequent ribs 
Re = Reynolds number = UDh/v 

s = slit width 
Sc = Schmidt number = 1.9 for naphthalene-to-air mass 

transfer 
St = local mass transfer Stanton number = hm/U 

St0 = local mass transfer Stanton number from a flat wall 
U = bulk mean velocity 
X = streamwise coordinate originating from mass trans

fer leading edge, see Fig. 1 
Z = spanwise coordinate' originating from duct center-

line, see Fig. 1 
7] = performance index = (2 St//) slitted rib/(2 St//)fun rib 
v - kinematic viscosity of air 
p = fluid density 

pBiW = vapor mass concentration or density of naphthalene 
at wall 

pb = vapor mass concentration or density of naphthalene 
in flow bulk 

Introduction 
In modern gas turbine airfoils, channels inside the turbine 

blade are often mounted with turbulence promoters in the form 
of transverse ribs to enhance the heat transfer from the channel 
walls to the internal cooling air. Geometric parameters such 
as passage aspect ratio, flow angle-of-attack, rib pitch-to-height 
ratio, and the relative positioning of these ribs with one another 
are known to have great effects on the cooling-channel per
formance. Much of the past work on rib heat transfer en
hancement has addressed the two-dimensional rib where the 
rib extends completely across the span of the channel. In an 
effort to obtain a more heat transfer effective ribbed surface, 
the current work focuses on investigating the effects of a "slit" 
in a transverse rib on the rib heat transfer enhancement. Here 
the conventional transverse rib has been broken into two halves 
such that a gap is introduced between the two parts of the rib. 
This transforms the nominally two-dimensional transverse rib 
to a quasi-three-dimensional roughness. That is, for the slit 
rib, the rib extends over most of the surface like a typical two-
dimensional full rib, and the slit exists only over a small portion 
of the rib. As a contrast to this, the sandgrain roughness is 
fully three dimensional, where each element is discrete and 
barely continuous. The feature of slit, though minute in phys
ical size, has the potential to generate a plethora of advantages 
over the conventional transverse ribs from the view point of 
heat transfer enhancement. Some obvious advantages are the 
abundant flexibility in optimizing the relative locations, ori
entations, and angles-of-attack of the half-ribs separated by a 
slit. These could be even more potent for flow channels having 
more than one wall mounted with rib roughness. 

The objective of the present study is to evaluate the influence 
of a slit on the local heat transfer distribution on the smooth 
portion of a rib-roughened wall. With this underlying moti
vation, the experiments include three different rib configu
rations; i.e., full-rib without slit as a baseline case, slitted-rib-
in-line and slitted-rib staggered, as shown in Fig. 1. All cases 
have five periods with a pitch-to-height ratio (p/e) of 10, and, 
for both slitted-rib configurations, the slit width is approxi
mately 1.6 times the rib height {s/e = 1.6). As the current 
research emphasizes a local study, not averaged Nu-Re cor
relations, the studies are performed for a single Reynolds num
ber, approximately 1.2 x 104. Due mainly to difficulties involved 
in thermal insulation and data accuracy, conventional heat 
transfer methods are often considered to be ineffective for a 
local study. Hence the present experiment employs a mass 
transfer analogous system with subliming naphthalene (CioH8, 
Sc ~ 1.9, according to Popiel and Boguslawski, 1986; Chen, 
1988). By invoking an analogy between heat and mass transfer, 
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(a) Full Rib (b) In-line Slitted Rib 

Fig. 1 Rib configurations 

(o) Staggered Slilted Rib 

results obtained from a mass transfer measurement can be 
transformed into their heat transfer counterparts. To enhance 
the data accuracy and measurement efficiency with better con
trol and rapid data acquisition rates, the local mass transfer 
rate is determined by using an automated, computer-controlled 
surface profile measurement system (Goldstein et al., 1985). 
As will be demonstrated later in the results section, this system 
is capable of revealing a detailed two-dimensional mapping, 
along with period-by-period evolution, of local mass transfer 
distribution over the entire five-period test section. To sub
stantiate the mass transfer results, a near-wall flow visualiz
ation is performed using the oil-graphite technique. In addition, 
the pressure drop over the duct segment containing the mass 
transfer test section is also measured to evaluate a performance 
index. 

Experimental Apparatus and Procedures 
The tests are performed in a wind tunnel approximately 730 

mm long, with a rectangular cross section 102 mm wide by 
12.7 mm high. The flow development section of the apparatus 
is 483 mm in length. Compressed air passes through a 25.4 
mm standard orifice, a flow straightener, a development sec
tion, and through the test section. As mentioned earlier, all 
test runs use a Reynolds number of about 1.2 x 104, based 
on hydraulic diameter and bulk mean velocity. 

For each test run, ribs are mounted over the lower wall of 
the test section and the other three walls are left smooth. The 
ribs, made of 3.2 mm square steel bars, are glued to the side 
wall of the wind tunnel, with the first rib located 20.3 mm 
downstream of the mass transfer leading edge. The mass trans
fer active region is 102 mm wide (spanwise, Z direction) and 
178 mm long (streamwise, X direction). This is prepared by 
casting the molten naphthalene onto the surface of the testing 
plate. After the casting, the plate is then stored in a box for 
at least 8 hours to enable it to attain thermal equilibrium with 
the room atmosphere before a test run. Note that the test 
channel assembled has only one principal wall mass transfer 
active, and the ribs are mass transfer inactive. Although this 
boundary condition is different from the corresponding ther
mal boundary conditions for most of the heat exchangers, the 
effects of a slit may be rationally singled out by presenting the 
measured rib data normalized by their flat-plate counterparts 
obtained under the same test conditions. 

Prior to the run in the wind tunnel, the initial surface profile 
is measured using an automated data acquisition system. The 
same profile measurement is performed again after the wind 
tunnel exposure. The difference of naphthalene thickness at a 
given location before and after each data run yields the local 
mass transfer rate. The depth probe of the present measure
ment system is capable of detecting up to 2.5 x 10~5 mm in 
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Fig. 2 St/St,, contour for full rib 

accuracy. The measurement domain is a rectangular plane, 89 
mm wide and 178 mm long. The total number of data points 
acquired over this domain is 3636 (101 in X and 36 in Z), 
which is equivalent to measurement step-increments of 1.78 
mm and 2.54 mm along the X and Z directions, respectively. 
During the data run, the temperatures of the free stream and 
the naphthalene surface are recorded at five-minute intervals 
using two copper-constantan thermocouples. The two tem
peratures are always consistent within 0.2°C. Each data run 
lasts about 40 minutes, and the naphthalene thickness sublimed 
during this period is on the order of 10~2 to 10-1 mm. The 
detailed procedure and operational principle of the local mass 
transfer measurements have been given in earlier studies by 
Goldstein et al. (1985) and Chyu and Wu (1989). Pressure loss 
measurements across the test section for each of the rib con
figurations are obtained using an inclined manometer with oil 
(0.827 specific gravity). 

Results and Discussion 
To serve as a reference, the local mass transfer distribution 

on a smooth wall (without ribs) is first examined prior to the 
actual tests with rib elements. In the present study, the smooth 
wall mass transfer at a given streamwise location is very uni
form across nearly 90 percent of the channel width and cor
relates as shown: 

St0 = 0.0034 (X/e)~0-2' 

The -0.21 power dependency of X/e is very agreeable with 
that of local heat transfer coefficient for a turbulent boundary 
layer over a flat plate or in a channel entrance section. Sig-

Fig. 3 St/St0 contour for in-line slit rib 

nificantly, the actual values of StD are within 4 percent of those 
calculated from the corresponding heat transfer correlations 
(Reynolds et al., 1958, using Pr » 1.9) in a channel entrance 
region. This fine agreement validates the reliability and ac
curacy of the present measurement system. The results of the 
mass transfer experiments are presented as St/St0 contours in 
Figs. 2-4. This ratio provides a rational measure of mass trans
fer enhancement relative to a flat plate without rib and fur
thermore, the dependency of this ratio on Schmidt number is 
virtually eliminated so that the results may be directly utilized 
for heat transfer. Based on the method of Kline and Mc-
Clintock (1953), the experimental uncertainty in Stanton num
ber is within 5 percent. 

Earlier studies have implied that a two-dimensional rib con
figuration withp/e ratio around 10 produces the highest heat 
transfer enhancement. However, almost all of these studies 
have focused on the fully developed regime, which occurs at 
sufficient distance from the duct inlet. In this regime, both the 
momentum and energy transports display periodicity among 
various periods. For the full-rib case, as shown in Fig. 2, 
periodicity begins from the second period. In this region, the 
mass transfer behavior is primarily two dimensional, varying 
slightly along the spanwise direction. As a direct influence of 
near-wall flow patterns, the heat or mass transfer increases 
progressively from the corner behind a rib, reaches a maximum 
near the reattachment point, and then decreases downstream. 
Near the reattachment, the local mass transfer enhancement 
is approximately 150 percent (St/St0 = 2.5). Note that this 
maximum is located slightly upstream of the flow reattachment 
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Fig. 4 St/St0 contour for staggered slit rib 

point, by about one to two rib heights. Besides this reattach -
ment-induced local maximum, the mass transfer coefficient 
rises sharply very near the rib front corner, which, in fact, is 
the highest (St/St0 = 3.0 to 3.5) over the entire period. This 
implies that the separated boundary layer ahead of a rib is not 
"dead air," as commonly perceived. A similar observation has 
been reported by Berger et al. (1979) using an electrochemical 
mass transfer system and recently by Chyu and Wu (1989) for 
5 < p/e < 16 in a much higher channel. Although rigorous 
evidence is lacking, Williams and Watts (1970) have speculated 
on the existence of a compact but strong corner vortex in this 
region, which may be responsible for this phenomenon. 

Mass transfer in the first period, the developing regime, 
shows a relatively stronger spanwise variation than the down
stream periods. Nevertheless, the mass transfer coefficient dis
plays good symmetry with respect to the duct axis. Mass transfer 
near the channel central region is significantly higher than that 
near the edge. The additional resistance from the channel side 
walls apparently retards the flow, which, in turn, hinders the 
convective transport in the near-wall region. The magnitude 
of St/St0 increases monotonically with X/e and the reattach
ment is either nonexistent or located very close to the second 
rib. Upstream of the first rib, the values of St/St0 are close to 
unity, indicating that the mass transfer in this region is un
influenced by the presence of the ribs downstream. However, 
a sharp rise of St/St0, similar to that in the periodic regime, 
starts from about 1 to 2 rib heights ahead of the first rib, as 
also noted by Chyu and Wu (1989). 

Local mass transfer profiles for the in-line slitted rib con

figuration, presented in Fig. 3, reveal highly unusual features. 
The results show relatively lower mass transfer near the sym
metry line (Z/e = 0), although inside the gap, there exist 
several spots with relatively higher mass transfer coefficients. 
The boundary layer passing through a slit is similar to the 
developing flow with a sharp entrance. Moreover, the flow 
separates in a highly three-dimensional fashion rather than the 
generally two-dimensional nature of the flow over a full rib. 
Entrained vortices at the exit of the gap are released through 
periodic bursting processes promoting the transport in local
ized regions flanking the aperture. The interaction between the 
two three-dimensional vortices that meet inside the gap causes 
high mixing and increases the heat transfer. 

Despite the excessive nonuniformity of mass transfer with 
in-line slit ribs, the St/St0 contour shows good symmetry with 
respect to the duct axis. Similar to the full-rib case, the periodic, 
developed regime appears to start from the second period. 
Another feature similar to the full-rib case is that the slit has 
little influence on the trend of St/St0 distribution in regions 
away from the duct central portion, namely Z/e > 1. The 
local maxima of St/St0 near the reattachment point and just 
ahead of a rib revealed in the full-rib case also are clearly 
observed. On the other hand, the magnitudes of St/St0 are 
significantly affected by the gap through flow. The values of 
St/St0 are nearly 20 percent lower than their full-rib counter
parts. As previously mentioned, this is primarily caused by the 
fact that the throughflow along the central region, other than 
in the immediate vicinity of the slit, hinders the overall trans
port in the region. However, this effect does not alter the 
principal features of mass transfer, which are predominantly 
determined by the flow separation and reattachment phenom
ena caused by the two half-ribs located beside the slit. 

The mass transfer results for the slitted ribs in staggered 
configuration are shown in Fig. 4. Note that, according to the 
present labeling format, a single complete pitch consists of 
two separate regions, which are divided by the duct axis and 
offset from each other by one-half a pitch. To facilitate the 
following discussion, the left and right-hand sides are chosen 
in the same orientation as one follows the flow downstream. 
The St/St0 contour patterns appears to be more complex than 
that of the other two cases. Within the same pitch, although 
the trend of mass transfer distribution is similar, the right-
hand side surface always has slightly higher St/St0 than the 
left-hand side, by approximately 5 to 10 percent. This is largely 
due to the uneven disturbance from the staggered ribs at a 
given streamwise location. In addition, the undisturbed mass 
transfer lengths upstream of the first rib are different. This 
effect, however, is expected to diminish as the number of 
pitches increases. Like the other two cases, the mass transfer 
shows periodic characteristics from the second period, and the 
first period has the highest mass transfer. 

As a contrast to the case with in-line slitted ribs, higher mass 
transfer coefficients exist in the slit region along Z/e = 0 for 
the staggered ribs, as compared between Figs. 3 and 4. Such 
a difference in St/St0 varies with period, ranging approximately 
from 20 percent for the second period to more than 100 percent 
for the fourth period. Apparently, the slithering flow, instead 
of throughflow, between the half-ribs arranged in the staggered 
form significantly enhances mixing and mass transfer. Fur
thermore, the transfer coefficient along the centerline data are 
more scattered, representing a greater spatial nonuniformity, 
for the staggered ribs than for the in-line ribs. Between any 
two adjacent ribs in the streamwise direction, the mass transfer 
in the region still displays the features of recirculation and 
reattachment similar to the full-rib case. 

Period-resolved average mass transfer results are obtained 
by numerical integration of the local data. As reflected by the 
high local values of St/St0, for all cases studied, the first period 
has the highest average mass transfer compared to other pe
riods. This is followed by the averages in the periodic regime, 
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and the lowest exists in the entrance region (period "0") prior 
to the first rib. The values of St/St0 averaged over the entire 
periodic regime, i.e., the period 2 to 4, are 2.18, 1.70, and 
2.06 for the full-rib, in-line slit and staggered, respectively. If 
the average over the entire measurement domain is calculated, 
the values become 2.04, 1.62, and 1.94, respectively. It appears 
that the staggered slit ribs display a comparable heat transfer 
enhancement to the full ribs, while the in-line slit ribs yield 
the lowest enhancement. This overall result implies that the 
implementation of a slit alone may decrease the heat transfer 
coefficient compared to the full rib case. However, this de
ficiency can be alleviated or even overwhelmed by re-arranging 
the relative positions and/or orientations of the half-ribs over 
the same heat transfer area. In addition, to be discussed below, 
slit-induced relief in pumping power can also post important 
significance for adopting slit-ribs in heat exchanger applica
tions. 

A rational performance measure on a heat exchanger surface 
with artificial roughness elements includes not only the heat 
transfer enhancement but also the pumping power required. 
Overall pressure measurements are performed for each of these 
rib configurations. The performance index r) for the in-line 
slitted and staggered slitted rib configurations are 1.06 and 
1.13, respectively. This implies that the in-line slitted rib is 
about 6 percent more effective than the full rib and the stag
gered slit rib is about 13 percent more effective than the full 
rib. Therefore, under the present test conditions, both slit-rib 
geometries appear to be superior alternatives to the conven
tional transverse rib. This conclusion agrees well with that 
drawn by Tanasawa et al. (1983) who have performed an av
erage heat transfer study on ribs cut with five slits. Despite 
this general agreement, one must realize that the actual value 
of r\ may vary with different test conditions. Such a variation 
is expected to be significant with difference in specific ge
ometry, number of wall roughened, and number of periods 
considered. 

Conclusions 
The effect of introducing a slit in a conventional transverse-

rib on the heat transfer from a rib-roughened wall has been 
investigated experimentally using the naphthalene sublimation 
technique. Detailed mass transfer information in both the de
veloping and developed regimes are obtained for flat surfaces 
mounted with three different rib configurations: full rib, slit 
ribs in-line and staggered. For all three cases studied, mass 
transfer begins to reveal its periodic characteristics downstream 
of the second rib. Near the rib front corner, the local mass 
transfer coefficient rises sharp, reaching the highest value of 
the entire period. This phenomenon has never been explicitly 
reported before using the conventional thermal method. In the 
first period, the developing regime exhibits strong span wise 
variation of mass transfer accompanied by higher values of 
St/St0 than their developed counterparts. Within the present 
test range, mass transfer from a surface with slitted ribs is 
generally lower than that with full ribs. The developed-regime 
mass transfer enhancement with a slitted rib is approximately 
70 percent for the in-line and 106 percent for the staggered 
configuration, compared to 118 percent for the full-rib case. 
For slit rib in-line configuration, the throughflow exiting from 
a slit inhibits the interaction as well as mixing between two 
sides of the centerline and results in degraded mass transfer. 
Gap flow for the staggered ribs exhibits a slithering flow pattern 
along the duct centerline, which promotes active mixing be
tween two half-ribs and enhances mass transfer. The perform
ance index r\ which takes into account the pressure drop across 
the test section, indicates that the in-line slit ribs and the stag-
gered-slit ribs are about 6 percent and 13 percent, respectively, 
more effective than the full ribs. 
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The Effect of Torsion on Convective 
Heat Transfer in a Helicoidal Pipe 
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Introduction 
Coiled pipes are widely used in heat recovery systems, com

pact heat exchangers, storage tank heating systems, and re
frigeration for the chemical, dairy, drug, and food industries. 
However, the majority of investigations for the coiled pipe are 
based on the assumption of a coil with a zero pitch. The pitch 
of the coil will create an additional force—torsion in the he
licoidal pipe. Considering the effects of torsion will dramat
ically increase the complexity of the investigation. An extensive 
literature survey indicates that only six papers have been pub
lished considering the effects of torsion on laminar flow in a 
helicoidal pipe. In the toroidal pipe (the coiled pipe with a zero 
pitch), two symmetric loops of secondary flow are formed due 
to centrifugal force (Dean, 1927). In the helicoidal pipe (the 
curved pipe with nonzero pitch), torsion will distort the sym
metric loops of the secondary flow. Wang (1981) was the first 
to introduce a nonorthogonal helicoidal coordinate system to 
formulate the Navier-Stokes equation for helicoidal pipe flow. 
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and the lowest exists in the entrance region (period "0") prior 
to the first rib. The values of St/St0 averaged over the entire 
periodic regime, i.e., the period 2 to 4, are 2.18, 1.70, and 
2.06 for the full-rib, in-line slit and staggered, respectively. If 
the average over the entire measurement domain is calculated, 
the values become 2.04, 1.62, and 1.94, respectively. It appears 
that the staggered slit ribs display a comparable heat transfer 
enhancement to the full ribs, while the in-line slit ribs yield 
the lowest enhancement. This overall result implies that the 
implementation of a slit alone may decrease the heat transfer 
coefficient compared to the full rib case. However, this de
ficiency can be alleviated or even overwhelmed by re-arranging 
the relative positions and/or orientations of the half-ribs over 
the same heat transfer area. In addition, to be discussed below, 
slit-induced relief in pumping power can also post important 
significance for adopting slit-ribs in heat exchanger applica
tions. 

A rational performance measure on a heat exchanger surface 
with artificial roughness elements includes not only the heat 
transfer enhancement but also the pumping power required. 
Overall pressure measurements are performed for each of these 
rib configurations. The performance index r) for the in-line 
slitted and staggered slitted rib configurations are 1.06 and 
1.13, respectively. This implies that the in-line slitted rib is 
about 6 percent more effective than the full rib and the stag
gered slit rib is about 13 percent more effective than the full 
rib. Therefore, under the present test conditions, both slit-rib 
geometries appear to be superior alternatives to the conven
tional transverse rib. This conclusion agrees well with that 
drawn by Tanasawa et al. (1983) who have performed an av
erage heat transfer study on ribs cut with five slits. Despite 
this general agreement, one must realize that the actual value 
of r\ may vary with different test conditions. Such a variation 
is expected to be significant with difference in specific ge
ometry, number of wall roughened, and number of periods 
considered. 

Conclusions 
The effect of introducing a slit in a conventional transverse-

rib on the heat transfer from a rib-roughened wall has been 
investigated experimentally using the naphthalene sublimation 
technique. Detailed mass transfer information in both the de
veloping and developed regimes are obtained for flat surfaces 
mounted with three different rib configurations: full rib, slit 
ribs in-line and staggered. For all three cases studied, mass 
transfer begins to reveal its periodic characteristics downstream 
of the second rib. Near the rib front corner, the local mass 
transfer coefficient rises sharp, reaching the highest value of 
the entire period. This phenomenon has never been explicitly 
reported before using the conventional thermal method. In the 
first period, the developing regime exhibits strong span wise 
variation of mass transfer accompanied by higher values of 
St/St0 than their developed counterparts. Within the present 
test range, mass transfer from a surface with slitted ribs is 
generally lower than that with full ribs. The developed-regime 
mass transfer enhancement with a slitted rib is approximately 
70 percent for the in-line and 106 percent for the staggered 
configuration, compared to 118 percent for the full-rib case. 
For slit rib in-line configuration, the throughflow exiting from 
a slit inhibits the interaction as well as mixing between two 
sides of the centerline and results in degraded mass transfer. 
Gap flow for the staggered ribs exhibits a slithering flow pattern 
along the duct centerline, which promotes active mixing be
tween two half-ribs and enhances mass transfer. The perform
ance index r\ which takes into account the pressure drop across 
the test section, indicates that the in-line slit ribs and the stag-
gered-slit ribs are about 6 percent and 13 percent, respectively, 
more effective than the full ribs. 
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The Effect of Torsion on Convective 
Heat Transfer in a Helicoidal Pipe 
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Introduction 
Coiled pipes are widely used in heat recovery systems, com

pact heat exchangers, storage tank heating systems, and re
frigeration for the chemical, dairy, drug, and food industries. 
However, the majority of investigations for the coiled pipe are 
based on the assumption of a coil with a zero pitch. The pitch 
of the coil will create an additional force—torsion in the he
licoidal pipe. Considering the effects of torsion will dramat
ically increase the complexity of the investigation. An extensive 
literature survey indicates that only six papers have been pub
lished considering the effects of torsion on laminar flow in a 
helicoidal pipe. In the toroidal pipe (the coiled pipe with a zero 
pitch), two symmetric loops of secondary flow are formed due 
to centrifugal force (Dean, 1927). In the helicoidal pipe (the 
curved pipe with nonzero pitch), torsion will distort the sym
metric loops of the secondary flow. Wang (1981) was the first 
to introduce a nonorthogonal helicoidal coordinate system to 
formulate the Navier-Stokes equation for helicoidal pipe flow. 
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He solved it by applying the perturbation method for the case 
of a small curvature and small torsion. Murata et al. (1981) 
simplified the Navier-Stokes equations by assuming a small 
curvature in a nonorthogonal coordinate system. Germano 
(1982, 1989) introduced a transformation to convert the non-
orthogonal coordinate system to an orthogonal one and found 
that the effect of torsion of the secondary flow is second order. 
Kao (1987) used Germano's coordinate system to study the 
helicoidal pipe flow in a substantial range of Dean numbers 
using both perturbation and numerical methods. Recently, Xie 
(1990) tried to resolve the controversy between these research
ers by linking Wang's coordinate system with Germano's co
ordinate system. However, none of these papers discuss the 
effects of torsion on convective heat transfer in a helicoidal 
pipe. 

Excellent reviews can be found in the references by Berger 
et al. (1983), Gnielinski (1986), Baurmeister and Brauer (1979), 
and Shah and Joshi (1987). It must be emphasized here again 
that many researchers have claimed that they considered the 
effects of pitch on convective heat transfer in a helicoidal pipe. 
However, inspection of their equations reveals that either only 
part of the effect of torsion is considered, or an incorrect 
expression for the torsion term is applied. Therefore, the ob
jective of this paper is to explore the effects of torsion on 
convective heat transfer in a helicoidal pipe. The flow is as
sumed to be hydrodynamically and thermally fully developed 
with constant fluid properties. The effects of free convection 
are neglected. Uniform axial heat flux with peripheral constant 
wall temperature boundary conditions is also applied in this 
investigation. 
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The Governing Equations 
The coordinate system used by Germano (1982) is applied 

in this study. In Fig. 1, s* indicates the axial coordinate, and 
D is the diameter of the circular cylinder on which s* is coiled. 
R is the radius of the circular pipe, while r* and 8 are the 
coordinates in the radial and tangential directions, and b is 
the pitch of the helicoidal pipe, u, v, and w are the dimen-
sionless velocities in the radial, tangential, and axial directions, 
respectively, and 7 is the dimensionless fluid temperature. The 
governing equations for fully developed flow can be written 
as: 
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e and X represent the dimensionless curvature 
respectively; p is the pressure of the fluid; and Pr 
number, where 
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The dimensionless parameters in Eqs. (1)-(10) are defined by: 
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In Eq. (12), values with superscript (*) indicate dimensional 
values; De is the Dean number; and Re represent the Reynolds 
number. 

Re = = 2wb, 

De = Ree1 /2 . 

(13) 

(14) 

The friction factor and the Nusselt number are defined by: 

/ c R e = 2e1/2/(w6coDe), (15) 

Nu = u P r / r 6 ; (16) 

wb and Tb are the bulk axial velocity and bulk temperature, 
respectively, which are defined by: 
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Results and Discussion 

The governing equations, Eqs. (l)-(5), are nonlinear partial 
differential equations that have been solved by the SIMPLE 
algorithm (Patankar, 1980). Three controlling parameters— 
the Dean number, De, the dimensionless torsion, X, and the 
Prandtl number, Pr—will determine the axial and secondary 
flow patterns, and eventually the heat transfer behavior in a 
helicoidal pipe. The convergence criterion of 

m 
-<10" (20) 

is applied for all equations, where $ refers to u, v, w, p, and 
T. The subscripts / and j represent the arbitrary nodes, and 
the superscript k represents the kth iteration. Uniform grid 
distributions (angular direction grids x radial direction grids 
of 20x20, 30x30, 40x40, 60x60, and 80x80) have been 
tested. The results indicate that the 40x40 grid arrangement 
can assure an accurate arid satisfactory solution. 

Since the enhancement of heat transfer and the effect of 
torsion are directly dependent on the secondary flow behavior, 
the secondary flow pattern and the temperature contour in the 
cross section of the coiled pipe will be discussed first, as seen 
in Fig. 2. In each figure, the left side indicates the inner wall, 
and the right side refers to the outer wall of the coiled pipe. 
Figure 2(a) shows the typical secondary flow pattern in a to
roidal pipe (X = 0) with De=300 and e = 0.2. The figure indi
cates that the flow is directed from the inner wall toward the 
outer wall in the center region, and then returns to the inner 
wall along the top and bottom of the walls to form two sym
metric vortices. Figure 2(b) indicates the corresponding tem
perature distribution in the cross section when Pr = 1. Since 
the temperature of the wall is lower than that of the fluid, the 
temperature of the fluid returning along the solid walls to the 
inner wall is lower. This low-temperature fluid is then carried 
into the interior of the pipe along the centerline. As a result, 
the high-temperature isothermal contours are pushed toward 
the outer wall. The temperature contours, however, still remain 
symmetric to the centerline. Figure 2(c) shows the temperature 
distributions when the Prandtl number increases to 10. The 
Prandtl number measures the ratio of convective and diffusive 
heat transfer. A large Prandtl number indicates that the con
vection will surpass the diffusion, and is the dominant mech
anism of the heat transfer. Since the diffusive heat transfer is 
too weak to warm up the cold fluid in this case, the strong 
convection carries the cold fluid to penetrate the outer wall 
and divides the isothermal contours into two symmetric parts. 
Figures 2(d) illustrates the secondary flow pattern in a heli
coidal pipe when De = 300, e = 0.2, and X = 0.3. Unlike the case 
of Fig. 2(a), the torsion significantly deforms the symmetry 
of the two vortices. The top vortex becomes weaker and the 
bottom one becomes stronger. Figure 2(e) represents the cor
responding temperature distribution in the case when Pr = 1. 
With the same order of magnitude between the convective and 
diffusive heat transfer, the northeast direction flow pushes the 

o)X = 0 c) Pr = 10 X = 0 

d)X = 0.3 e) Pr 1 X = 0.3 f) Pr 10 X 0.3 

Fig. 2 Secondary flow pattern and temperature contour in the pipe 
cross section 
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high-temperature contours to the southeast corner. Figure 2(f) 
indicates the temperature contours in the case when Pr = 10. 
The cold fluid flows toward the northeast corner; pushing the 
high-temperature contours to the bottom half of the pipe, 
creating a low-temperature zone in the top half of the pipe. 

Figure 3 demonstrates the variation of the Nusselt number 
versus the Dean number for different torsion values. During 
the calculation, the Prandtl number is equal to 0.7. This figure 
indicates that the Nusselt number is significantly increased as 
the Dean number increases, since the secondary flow becomes 
stronger. However, it appears that the Nusselt number is not 
sensitive to the change with torsion when the Prandtl number 
is low, although the Nusselt number might be slightly reduced 
as torsion increases in the large Dean number region. For 
example, the greatest difference in the Nusselt number X = 0 
and X = 0.2 is less than 6 percent. This result is expected if one 
compares Fig. 2(b) with Fig. 2(e). For the fluid with a low 
Prandtl number, convective heat transfer is relatively weak. 
The torsion does not remarkably change the radial temperature 
gradient along the wall, but merely rotates the temperature 
contours and makes them asymmetric. Therefore, the change 
in the Nusselt number is only minor at different coiled pitches 
when the Prandtl number is low. For purposes of comparison, 
the experimental and the predicted results of Kalb and Seader 
(1972), Rabadi et al. (1979), and Mori and Nakayama (1965) 
are also plotted in this figure. A good agreement between our 
predictions and the results of the researchers can be observed. 

The effects of the Prandtl number and torsion on the Nusselt 
number are illustrated in Fig. 4. In this figure, the Dean number 
is kept at 1000. Nu<. and Nus refer to the Nusselt number in 
the helicoidal pipe and the straight pipe, respectively. Nu5= 4.36 
has been applied in this calculation. This figure indicates that 
when the Prandtl number is less than one, the Nusselt number 
is slightly reduced as torsion increases. However, in the case 
of a large Prandtl number, increasing torsion can significantly 
reduce the Nusselt number. For example, the Nusselt number 
is reduced almost 30 percent when torsion increases from 0 to 
0.3 for the case of Pr= 5. This phenomenon can be explained 
by considering the temperature gradient near the wall. For the 
case of a small Prandtl number, it can be seen from Figs. 2(e) 
and 2(f) that torsion does not remarkably alter the radial tem
perature gradient, but rotates the temperature contour. There
fore, the Nusselt number will not be considerably changed in 
these cases. In the case of a large Prandtl number the radial 
temperature gradient at the bottom half of the pipe wall is 
significantly enhanced, as seen in Fig. 2(f). Simultaneously, 
the temperature gradient at the top of the pipe is remarkably 

reduced, especially at the northwest location. As a result, the 
overall Nusselt number is reduced. 

Conclusion 
Convective heat transfer of fully developed laminar flow in 

a nonzero pitch coiled pipe (helicoidal pipe) is studied nu
merically in this paper. The energy equation for the helicoidal 
coordinate has been derived based on the conservation law. 
The effect of torsion on the heat transfer behavior in a heli
coidal pipe is discussed. The results indicate that torsion will 
rotate the temperature contours, and at the same time, distort 
the symmetric shape of the isothermal contour. This defor
mation of the isothermal contour will be largely enhanced by 
increasing the Prandtl number. For a fluid with a large Prandtl 
number, the radial temperature gradient near the wall can be 
significantly increased along one-half of the pipe, and de
creased along the other half of the pipe. As a result, the Nusselt 
number may remarkably decrease torsion increases in the case 
of a fluid with a large Prandtl number. For example, when 
p r = 5, X = 0.3, and De=1000, the Nusselt number will be 
reduced more than 30 percent compared with a toroidal pipe. 
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A Numerical Study of Two-
Dimensional High Rayleigh Number 
Natural Convection Between Two 
Reservoirs Connected by a Horizontal 
Duct 

G.-F. Yao1 and J. A. Khan1 

Introduction 
The phenomenon of natural convection between two enclo

sures communicating through small openings like windows, 
ducts, and cracks has important applications in the fields of 
energy conservation in buildings, indoor air quality, fire re
search, solar energy storage, and nuclear reactor core per
formance. This paper presents a study of high Rayleigh number 
natural convection in two reservoirs connected by a horizontal 
duct. 

Brown and Solvason (1962) and Brown (1962) experimen
tally studied natural convection heat and mass transfer of air 
through a small opening in a vertical and horizontal partition 
between two chambers.Their investigations are two of the very 
few experimental investigations where air was used as the ex
perimental fluid. In most of the other experimental works, 
water, brine, or even kerosene (Prahl and Emmons, 1975) were 
used to model air flow between chambers. More recently Ep
stein (1988), and Epstein and Kenton (1989) performed ex
periments dealing with buoyancy-driven exchange flow and 
combined natural convection and forced flow through small 
openings in a horizontal partition. These experiments were 
performed using brine above the partition and fresh water 
below the partition to simulate the effect of density difference. 
Nansteel and Greif (1981, 1983, 1984) investigated natural 
convection in enclosures with two and three-dimensional par
titions at high Rayleigh numbers. Chen et al. (1990) and Ba-
jorek and Lloyd (1982) experimentally studied natural 
convection in a partitioned square box where air and carbon 
dioxide were used as the working fluids. These studies were 
for Grashof numbers less than 106. Bejan and Rossie (1981) 
performed a fundamental experimental study of natural con
vection in a horizontal duct connecting two fluid reservoirs. 
Their geometry was similar to the one in the present study. 
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Some of the numerical investigations include Zimmerman 
and Acharya (1987) and Acharya and Jetli (1990), who per
formed numerical investigations in rectangular enclosures with 
a partial vertical partition extending upward from the enclosure 
floor or downward from the ceiling or both. They used the 
SIMPLER algorithm developed by Patankar (1980) to solve 
the governing equations. Shaw et al. (1987) cast the governing 
equations in the form of stream function and vorticity and 
solved them with the aid of a cubic spline collocation method. 
Fu et al. (1989) investigated the transient laminar natural con
vection in an enclosure partitioned by an adiabatic baffle. They 
used a finite element method and explored the effect of the 
baffle's position and the Rayleigh number on the heat transfer 
mechanism. 

The numerical investigations mentioned above deal with a 
wide range of parametric studies; however, none of these nu
merical researches deal with the solutions of laminar natural 
convection at high Rayleigh numbers. Experimental results 
have shown that the fluid flow in partitioned enclosures re
mains laminar at relatively high Rayleigh numbers (Nansteel 
and Greif, 1984; Chen et al., 1990). Therefore, laminar natural 
convection at a high Rayleigh number warrants further nu
merical investigation. At high Rayleigh numbers, the governing 
equations for this problem become stiff because of the strong 
coupling between the momentum and energy equations. This 
is perhaps the main reason that almost all past numerical stud
ies concentrated on low or intermediate Rayleigh numbers. 

Physical Model 
The geometry and boundary conditions for the problem 

investigated in this study are shown in Fig. 1. In this model, 
two reservoirs are connected by a two-dimensional flat duct, 
with small opening dimensions in the vertical direction (h/H 
= 1/4, 1/5, 1/6, 1/7). All boundaries are insulated except for 
the two vertical walls of the reservoirs, which are isothermal. 
The flow is modeled two dimensional, incompressible, and 
laminar. Radiation effects are neglected and the Boussinesq 
approximation is invoked. We introduce the following dimen-
sionless variables: 

x-- r - z 

X~H' Y~H' 

< / = < V=^ 
v v 

Th ~ Tc p0v 

v gPHHT„-Tc) Pr = - , R a = (1) 
a ctv 

The governing differential equations that express the conser
vation of mass, momentum, and energy in the fluid domain 
become: 

dU dV 

T.dU at/ dP fd2U d2U\ 
uM+vw=-M+\v?+w) (3) 
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sures communicating through small openings like windows, 
ducts, and cracks has important applications in the fields of 
energy conservation in buildings, indoor air quality, fire re
search, solar energy storage, and nuclear reactor core per
formance. This paper presents a study of high Rayleigh number 
natural convection in two reservoirs connected by a horizontal 
duct. 

Brown and Solvason (1962) and Brown (1962) experimen
tally studied natural convection heat and mass transfer of air 
through a small opening in a vertical and horizontal partition 
between two chambers.Their investigations are two of the very 
few experimental investigations where air was used as the ex
perimental fluid. In most of the other experimental works, 
water, brine, or even kerosene (Prahl and Emmons, 1975) were 
used to model air flow between chambers. More recently Ep
stein (1988), and Epstein and Kenton (1989) performed ex
periments dealing with buoyancy-driven exchange flow and 
combined natural convection and forced flow through small 
openings in a horizontal partition. These experiments were 
performed using brine above the partition and fresh water 
below the partition to simulate the effect of density difference. 
Nansteel and Greif (1981, 1983, 1984) investigated natural 
convection in enclosures with two and three-dimensional par
titions at high Rayleigh numbers. Chen et al. (1990) and Ba-
jorek and Lloyd (1982) experimentally studied natural 
convection in a partitioned square box where air and carbon 
dioxide were used as the working fluids. These studies were 
for Grashof numbers less than 106. Bejan and Rossie (1981) 
performed a fundamental experimental study of natural con
vection in a horizontal duct connecting two fluid reservoirs. 
Their geometry was similar to the one in the present study. 
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Some of the numerical investigations include Zimmerman 
and Acharya (1987) and Acharya and Jetli (1990), who per
formed numerical investigations in rectangular enclosures with 
a partial vertical partition extending upward from the enclosure 
floor or downward from the ceiling or both. They used the 
SIMPLER algorithm developed by Patankar (1980) to solve 
the governing equations. Shaw et al. (1987) cast the governing 
equations in the form of stream function and vorticity and 
solved them with the aid of a cubic spline collocation method. 
Fu et al. (1989) investigated the transient laminar natural con
vection in an enclosure partitioned by an adiabatic baffle. They 
used a finite element method and explored the effect of the 
baffle's position and the Rayleigh number on the heat transfer 
mechanism. 

The numerical investigations mentioned above deal with a 
wide range of parametric studies; however, none of these nu
merical researches deal with the solutions of laminar natural 
convection at high Rayleigh numbers. Experimental results 
have shown that the fluid flow in partitioned enclosures re
mains laminar at relatively high Rayleigh numbers (Nansteel 
and Greif, 1984; Chen et al., 1990). Therefore, laminar natural 
convection at a high Rayleigh number warrants further nu
merical investigation. At high Rayleigh numbers, the governing 
equations for this problem become stiff because of the strong 
coupling between the momentum and energy equations. This 
is perhaps the main reason that almost all past numerical stud
ies concentrated on low or intermediate Rayleigh numbers. 

Physical Model 
The geometry and boundary conditions for the problem 

investigated in this study are shown in Fig. 1. In this model, 
two reservoirs are connected by a two-dimensional flat duct, 
with small opening dimensions in the vertical direction (h/H 
= 1/4, 1/5, 1/6, 1/7). All boundaries are insulated except for 
the two vertical walls of the reservoirs, which are isothermal. 
The flow is modeled two dimensional, incompressible, and 
laminar. Radiation effects are neglected and the Boussinesq 
approximation is invoked. We introduce the following dimen-
sionless variables: 
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The Nusselt number, Nu, and the volumetric exchange flow 
rate, Q, are defined as: 

Nu = r dX 
dY 

,.0.5 + a 

UdY (6) 

where a = 0.5(h/H), and Q is evaluated at the centerline of 
the duct. 

Numerical Technique 
A SIMPLE-like algorithm developed by Date (1986) to study 

natural convection problems in a horizontal annulus is used 
to treat the coupling of momentum and energy equations. 
Details of the numerical procedure are documented elsewhere 
in Patankar (1980) and Date (1986). The following convergence 
criteria were used: 

dU dV_ 

dX+dY <e. 

<e 2 (7) 

where ei and e2 are 10"6 and 10" , $ indicates the physical 
variable of interest, and the superscript k denotes the iteration 
index. 

To validate the numerical code we obtained natural con
vection solutions in a square cavity filled with air. Our results 
for a square enclosure were in excellent agreement with the 
benchmark solutions reported by De Vahl Davis (1983), Le 
Quere and De Roquefort (1987), Le Breton et al. (1991), and 
Markatos and Pericleous (1984). 

For the limiting case when the duct length is zero, our nu
merical results (for h/H = 1/2) are in excellent agreement 
with the experimental results of Bajorek and Lloyd (1982) and 
the previous numerical results of Zimmerman and Acharya 
(1987), as shown in Fig. 5(b). 

Results and Discussion 
In the present study four duct opening dimensions, h/H = 

1/4, 1/5, 1/6, and 1/7 are investigated. Rayleigh numbers 
studied are in the range of Ra = 104 to 5 x 107. 

Fluid Flow Characteristics. Figure 2(a-c) present the ve
locity vectors at different Rayleigh numbers for one repre
sentative geometric condition (h/H = 1/6). Figure 2(d) 
presents streamlines for Ra = 5 X 107. At a low Rayleigh 
number (Fig. 2a) there is very little fluid exchange between the 
two reservoirs. As the Rayleigh number increases, the volu
metric flow rate increases. At low and intermediate Rayleigh 
numbers (Ra = 104 — 5 x 105) fluid enters the duct radially, 
from all angles, shown in Fig .2(a). This trend of fluid entering 
the duct radially can still be noted at a Rayleigh number of 
106 (Fig. 26). At higher Rayleigh numbers the fluid is drawn 
from a thin layer situated in the reservoir at the same level as 
the entrance to the duct (Figs. 2c and 2c?). This phenomenon 
is similar to the one observed by Turner (1979). The horizontal 
withdrawal is accompanied by a weak back flow adjacent to 
the horizontal layer (Imberger and Fandry, 1975). 

The flow configuration inside the duct consists of horizontal 

(a)Ra = 104 

(b)Ra=10 6 

(c) Ra=5X107 

(d) Ra=5X107 

Fig. 2 Velocity vectors and streamlines for h/H = 1/6 

counterflow streams, with the warmer stream occupying the 
upper half of the duct. It is interesting to note that both streams 
become narrower as each approaches the exit. This narrowing 
of the stream can be clearly observed in Fig. 3. This figure 
shows the velocity profiles at the two ends and the center of 
the duct for Rayleigh number of 5 x 107 and h/H = 1/6. At 
the ends the cross-sectional area occupied by the exiting streams 
is significantly less than the entering streams. At the center of 
the duct both the streams occupy equal areas. 

Volumetric exchange between the reservoirs is calculated 
based on the velocity profile at the center of the duct. This 
exchange rate for different Rayleigh numbers and duct di
mensions is an important quantity in the investigation of air 
quality, because it gives a measure of contaminant exchange 
between the reservoirs in case of fire or nuclear spill. Figure 
4 plots the exchange flow rates as a function of Rayleigh 
number and the duct dimension. The following correlation 
equation represents the numerical results to within ±15 percent: 
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Fig. 3 Velocity profile at two ends and the center of the duct at Ra 
5 x 107 and h/H = 1/6 
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Fig. 4 Average exchange flow rate between the two reservoirs 

Q=c (Ra)6 (8) 

0.551, for 5 x 106 < where C = 0.04568, a = 1.8695, b 
Ra < 5 x 107 

Heat Transfer. The heat transfer results are presented in 
Fig. 5. It is apparent that both the Rayleigh number and duct 
dimension have a substantial effect on heat transfer. With the 
increase of Rayleigh number, the effects of Rayleigh number 
increases. It is also observed that at small duct dimension 
(1/6 and 1/7) and low Rayleigh number (Ra = 105), the 
effect of duct dimension is very small. At Ra = 105 and h/H 
= 1/6 the average Nusselt number is almost same as that for 
Ra = 105 and h/H = 1/5. This phenomenon can be explained 
as follows. As the duct dimension decreases, the exchange flow 
rate through the duct falls, which results in a decrease in con-
vective heat transfer between the reservoirs. However, at low 
flow rates the two counterflow streams in the duct have contact 
for a greater time and there is an increased conductive heat 
exchange between them. These two effects appear to cancel 
each other at low Rayleigh numbers. The numerical results in 
the form of isotherms (not presented) validate the fact that at 
small Rayleigh numbers and small duct dimensions the dif
fusive heat transfer between the streams is substantial. At low 
Rayleigh numbers and small duct dimensions the isotherms 
are found to be very dense, indicating that the temperature 
gradient in the flow direction in the duct is large. Thus at low 
Ra and small duct dimension the two streams can feel each 
other and exchange a substantial amount of heat by vertical 
diffusion. Inspection of the isotherms also reveals that at higher 
Rayleigh number and big duct dimension this temperature 
gradient is small. Therefore, diffusive heat transfer between 
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the streams is minimal. The numerically obtained Nusselt num
ber can be correlated for 1 x 104 < Ra < 5 x 107 to within 
±20 percent by: 

ln(Nu) = 22.1503 - 6.839321n f ^ ) + 0.594517 (Rah 

-0.0151647 In 

In 

Rah 
H 

Rah 
H 

(9) 

The only experimental work with similar geometry was done 
by Bejan and Rossie (1981), who used water as the working 
fluid. Their experimental study was performed for a very high 
Rayleigh number range (Ra = 1.161 X 108to5.9 x 109 based 
on H). We observed a slightly different heat transfer phe
nomenon than Bejan and Rossie (1981). They noted that the 
two streams in the duct were insulated by a middepth buffer 
region, and thus heat transfer between the two streams was 
inhibited. They also observed a negligible temperature gradient 
in the vertical direction in the buffer region, which is located 
at the duct center. In the present work we did not observe a 
buffer region. This discrepancy can be attributed to the fact 
that in the work of Bejan and Rossie (1981) the Rayleigh 
number was much higher. In our work we find that at higher 
Rayleigh numbers the trend begins to be similar to that of 
Bejan and Rossie (1981), and the vertical temperature gradient 
of the stream in the duct starts to decrease dramatically. The 
close agreement of our extrapolated results with the results of 
Bejan and Rossie (1981) is obvious from Fig. 5(a). 

Figure 5(b) shows the effect of duct length on the heat 
transfer for h/H = 1/6 as a function of Rayleigh number. It 
is observed that at higher Rayleigh numbers the effect of duct 
length decreases. This is due to two reasons: First, as noted 
earlier at higher Rayleigh number the vertical temperature gra
dient in the duct decreases, and second at a higher Rayleigh 
number the two streams spend less time in the duct; therefore, 
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there is very little heat transfer between the streams even for 
long ducts. Therefore, the duct length effect start to decrease 
at higher Rayleigh numbers. 

Conclusion 
A numerical solution of natural convection between two 

reservoirs connected by a two-dimensional horizontal duct was 
obtained using a modified SIMPLE algorithm. The emphasis 
of the numerical computation was on high Rayleigh numbers 
and small duct dimensions. A-strong fluid stratification in both 
reservoirs was observed at high Rayleigh number. The volume 
exchange of fluid between the reservoirs takes place through 
counterflow streams in the connecting duct. The exchange of 
diffusive energy between the two streams is substantial at low 
Rayleigh number and small duct dimension. Correlation equa
tions were derived for the Nusselt number and volume exchange 
rate. 

References 
Acharya, S., and Jetli, R., 1990, "Heat Transfer Due to Buoyancy in a 

Partially Divided Square Box," Int. J. Heat Mass Transfer, Vol. 33, No. 5, pp. 
931-942. 

Bajorek, S. M., and Lloyd, J. R., 1982, "Experimental Investigation of 
Natural Convection in Partitioned Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 104, pp. 527-532. 

Bejan, A., and Rossie, A. N., 1981, "Natural Convection in Horizontal Duct 
Connecting Two Fluid Reservoirs," ASME JOURNAL OF HEAT TRANSFER, Vol. 
103, pp. 108-113. 

Brown, W.G., and Solvason.K. R., 1962, "Natural Convection Heat Transfer 
Through Rectangular Openings in Partitions—1," Int. J. Heat Mass Transfer, 
Vol. 5, pp. 859-868. 

Brown, W. G., 1962, "Natural Convection Through Rectangular Openings 
in Partitions—2," Int. J. Heat Mass Transfer, Vol. 5, pp. 869-878. 

Chen, K. S., Ku, A. C , and Chou, C. H., 1990, "Investigation of Natural 
Convection in Partially Divided Rectangular Enclosures Both With and Without 
an Opening in the Partition Plate: Measurement Results," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 112, pp. 648-652. 

Date, A. W., 1986, "Numerical Prediction of Natural Convection Heat Trans
fer in Horizontal Annulus," Int. J. Heat Mass Transfer, Vol. 29, No. 10, pp. 
1457-1464. 

De Vahl Davis, G., 1983, "Natural Convection of Air in a Square Cavity: A 
Benchmark Numerical Solution," Int. J. Num. Methods in Fluids, Vol. 3, pp. 
249-264. 

Epstein, M., 1988, "Buoyancy-Driven Exchange Flow Through Small Open
ings in Horizontal Partitions," ASME JOURNAL OF HEAT TRANSFER, Vol. 110, 
pp. 885-893. 

Epstein, M., and Kenton, M. A., 1989, "Combined Natural Convection and 
Forced Flow Through Small Openings in a Horizontal Partition, With Special 
Reference to Flows in Multicompartment Enclosures,'' ASME JOURNAL OF HEAT 
TRANSFER, Vol. I l l , pp. 980-987. 

Fu, W. S., Perng, J. C , and Shieh, W. J., 1989, "Transient Laminar Natural 
Convection in an Enclosure Partitioned by an Adiabatic Baffle," Numerical 
Heat Transfer, Part A, Vol. 16, pp. 325-350. 

Imberger, J., and Fandry, C , 1975, "Withdrawal of a Stratified Fluid From 
a Vertical Two-Dimensional Duct," Journal of Fluid Mechanics, Vol. 70, p. 
321. 

Le Breton, P., Caltagirone, J. P., and Arquis, E., 1991, "Natural Convection 
in a Square Cavity With Thin Porous Layers on its Vertical Walls," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 113, pp. 892-898. 

Le Quere, P., and De Roquefort, T. A., 1987, "Computation of Natural 
Convection in Two Dimensional Cavity With Chebyshev Polynomials," J. Comp. 
Phys., Vol. 57, pp. 210-228. 

Markatos, N. C , and Pericleous, K. A., 1984, "Laminar and Turbulent 
Natural Convection in an Enclosed Cavity," Int. J. Heat Mass Transfer, Vol. 
27, pp. 755-772. 

Nansteel, M. W., and Greif, R., 1981, "Natural Convection in Undivided 
and Partially Divided Rectangular Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 103, pp. 623-629. 

Nansteel, M. W., and Greif, R., 1983, "Natural Convection Heat Transfer 
in Complex Enclosure at Large Prandtl Number," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 105, pp. 912-914. 

Nansteel, M.W., and Greif, R., 1984, "An Investigation of Natural Convec
tion in Enclosures With Two and Three-Dimensional Partitions," Int. J. Heat 
Mass Transfer, Vol. 27, No. 4, pp. 561-571. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, McGraw-
Hill, New York. 

Prahl, J., and Emmons, H. W., 1975, "Fire Induced Flow Through an Open
ing," Combustion and Flame, Vol. 25, pp. 369-385. 

Shaw, H. J., Chen, C. K., and Cleaver, J. W., 1987, "Cubic Spline Numerical 
Solution for Two Dimensional Natural Convection in a Partially Divided En
closure," Numerical Heat Transfer, Vol. 12, pp. 439-455. 

Turner, J. S., 1979, Buoyancy Effects in Fluids, Cambridge University Press, 
p. 89. 

Zimmerman, E., and Acharya, S., 1987, "Free Convection Heat Transfer in 
a Partially Divided Vertical Enclosure With Conducting End Walls," Int. J. 
Heat Mass Transfer, Vol. 30, No. 2, pp. 319-331. 

Three-Dimensional Mixed Convection 
in a Horizontal Chemical Vapor 
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Introduction 
This paper presents an analysis of mixed convection in a 

horizontal chemical vapor deposition (CVD) reactor. In many 
CVD applications the reactor walls are cooled to minimize 
deposition on them. However, the resulting large temperature 
gradients induce buoyancy-driven flows leading to severe non-
uniformities in the film thickness and composition. The flow 
effects are particularly important under atmospheric-pressure 
growth conditions in which the deposition process is controlled 
by mass transfer, which in turn is largely dictated by the fluid 
flow. Thus, a clear understanding of mixed convection flows 
is essential for better CVD reactor designs. 

When the forced flow is strong, the buoyancy forces give 
rise to longitudinal rolls with axes parallel to the main flow 
direction. These flows can be computed using the parabolic 
approximation (e.g., Moffat and Jensen, 1986), which neglects 
axial diffusion and flow reversal in the main flow direction. 
However, at low Reynolds numbers, large density gradients 
may lead to flow reversal near the thermal transition regions 
(e.g., Visser et al., 1989). The prediction of such flows requires 
the use of the full elliptic form of the governing equations. 
The mixed convection analyses, pertaining to CVD reactor 
flows, based on the elliptic form of the equations (Rhee et al., 
1987; Ouazzani and Rosenberger, 1990; Kleijn and Hoogen-
doorn, 1991) are limited to simple configurations such as rec
tangular ducts. 

This paper presents an analysis of mixed convection in an 
idealized cold-wall horizontal CVD reactor with a tapered sus-
ceptor. The analysis is based on the full three-dimensional 
elliptic form of the conservation equations. In this study, the 
predictions of fluid flow and heat transfer are made by solving 
the conservation equations for a single species and the details 
of chemistry and species transport are not included. Thus, the 
results are valid for CVD applications in which the reactants 
are present in very small concentrations in the inert carrier gas. 

Mathematical Formulation and Computational Proce
dure 

The geometry of the CVD reactor under consideration is 
shown in Fig. 1. The reactor consists of an entrance section, 
a reaction section (susceptor), and an exit section. The aspect 
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there is very little heat transfer between the streams even for 
long ducts. Therefore, the duct length effect start to decrease 
at higher Rayleigh numbers. 

Conclusion 
A numerical solution of natural convection between two 

reservoirs connected by a two-dimensional horizontal duct was 
obtained using a modified SIMPLE algorithm. The emphasis 
of the numerical computation was on high Rayleigh numbers 
and small duct dimensions. A-strong fluid stratification in both 
reservoirs was observed at high Rayleigh number. The volume 
exchange of fluid between the reservoirs takes place through 
counterflow streams in the connecting duct. The exchange of 
diffusive energy between the two streams is substantial at low 
Rayleigh number and small duct dimension. Correlation equa
tions were derived for the Nusselt number and volume exchange 
rate. 

References 
Acharya, S., and Jetli, R., 1990, "Heat Transfer Due to Buoyancy in a 

Partially Divided Square Box," Int. J. Heat Mass Transfer, Vol. 33, No. 5, pp. 
931-942. 

Bajorek, S. M., and Lloyd, J. R., 1982, "Experimental Investigation of 
Natural Convection in Partitioned Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 104, pp. 527-532. 

Bejan, A., and Rossie, A. N., 1981, "Natural Convection in Horizontal Duct 
Connecting Two Fluid Reservoirs," ASME JOURNAL OF HEAT TRANSFER, Vol. 
103, pp. 108-113. 

Brown, W.G., and Solvason.K. R., 1962, "Natural Convection Heat Transfer 
Through Rectangular Openings in Partitions—1," Int. J. Heat Mass Transfer, 
Vol. 5, pp. 859-868. 

Brown, W. G., 1962, "Natural Convection Through Rectangular Openings 
in Partitions—2," Int. J. Heat Mass Transfer, Vol. 5, pp. 869-878. 

Chen, K. S., Ku, A. C , and Chou, C. H., 1990, "Investigation of Natural 
Convection in Partially Divided Rectangular Enclosures Both With and Without 
an Opening in the Partition Plate: Measurement Results," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 112, pp. 648-652. 

Date, A. W., 1986, "Numerical Prediction of Natural Convection Heat Trans
fer in Horizontal Annulus," Int. J. Heat Mass Transfer, Vol. 29, No. 10, pp. 
1457-1464. 

De Vahl Davis, G., 1983, "Natural Convection of Air in a Square Cavity: A 
Benchmark Numerical Solution," Int. J. Num. Methods in Fluids, Vol. 3, pp. 
249-264. 

Epstein, M., 1988, "Buoyancy-Driven Exchange Flow Through Small Open
ings in Horizontal Partitions," ASME JOURNAL OF HEAT TRANSFER, Vol. 110, 
pp. 885-893. 

Epstein, M., and Kenton, M. A., 1989, "Combined Natural Convection and 
Forced Flow Through Small Openings in a Horizontal Partition, With Special 
Reference to Flows in Multicompartment Enclosures,'' ASME JOURNAL OF HEAT 
TRANSFER, Vol. I l l , pp. 980-987. 

Fu, W. S., Perng, J. C , and Shieh, W. J., 1989, "Transient Laminar Natural 
Convection in an Enclosure Partitioned by an Adiabatic Baffle," Numerical 
Heat Transfer, Part A, Vol. 16, pp. 325-350. 

Imberger, J., and Fandry, C , 1975, "Withdrawal of a Stratified Fluid From 
a Vertical Two-Dimensional Duct," Journal of Fluid Mechanics, Vol. 70, p. 
321. 

Le Breton, P., Caltagirone, J. P., and Arquis, E., 1991, "Natural Convection 
in a Square Cavity With Thin Porous Layers on its Vertical Walls," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 113, pp. 892-898. 

Le Quere, P., and De Roquefort, T. A., 1987, "Computation of Natural 
Convection in Two Dimensional Cavity With Chebyshev Polynomials," J. Comp. 
Phys., Vol. 57, pp. 210-228. 

Markatos, N. C , and Pericleous, K. A., 1984, "Laminar and Turbulent 
Natural Convection in an Enclosed Cavity," Int. J. Heat Mass Transfer, Vol. 
27, pp. 755-772. 

Nansteel, M. W., and Greif, R., 1981, "Natural Convection in Undivided 
and Partially Divided Rectangular Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 103, pp. 623-629. 

Nansteel, M. W., and Greif, R., 1983, "Natural Convection Heat Transfer 
in Complex Enclosure at Large Prandtl Number," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 105, pp. 912-914. 

Nansteel, M.W., and Greif, R., 1984, "An Investigation of Natural Convec
tion in Enclosures With Two and Three-Dimensional Partitions," Int. J. Heat 
Mass Transfer, Vol. 27, No. 4, pp. 561-571. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, McGraw-
Hill, New York. 

Prahl, J., and Emmons, H. W., 1975, "Fire Induced Flow Through an Open
ing," Combustion and Flame, Vol. 25, pp. 369-385. 

Shaw, H. J., Chen, C. K., and Cleaver, J. W., 1987, "Cubic Spline Numerical 
Solution for Two Dimensional Natural Convection in a Partially Divided En
closure," Numerical Heat Transfer, Vol. 12, pp. 439-455. 

Turner, J. S., 1979, Buoyancy Effects in Fluids, Cambridge University Press, 
p. 89. 

Zimmerman, E., and Acharya, S., 1987, "Free Convection Heat Transfer in 
a Partially Divided Vertical Enclosure With Conducting End Walls," Int. J. 
Heat Mass Transfer, Vol. 30, No. 2, pp. 319-331. 

Three-Dimensional Mixed Convection 
in a Horizontal Chemical Vapor 
Deposition Reactor 

K. C. Karki,1 P. S. Sathyamurthy,1 and 
S. V. Patankar2 

Introduction 
This paper presents an analysis of mixed convection in a 

horizontal chemical vapor deposition (CVD) reactor. In many 
CVD applications the reactor walls are cooled to minimize 
deposition on them. However, the resulting large temperature 
gradients induce buoyancy-driven flows leading to severe non-
uniformities in the film thickness and composition. The flow 
effects are particularly important under atmospheric-pressure 
growth conditions in which the deposition process is controlled 
by mass transfer, which in turn is largely dictated by the fluid 
flow. Thus, a clear understanding of mixed convection flows 
is essential for better CVD reactor designs. 

When the forced flow is strong, the buoyancy forces give 
rise to longitudinal rolls with axes parallel to the main flow 
direction. These flows can be computed using the parabolic 
approximation (e.g., Moffat and Jensen, 1986), which neglects 
axial diffusion and flow reversal in the main flow direction. 
However, at low Reynolds numbers, large density gradients 
may lead to flow reversal near the thermal transition regions 
(e.g., Visser et al., 1989). The prediction of such flows requires 
the use of the full elliptic form of the governing equations. 
The mixed convection analyses, pertaining to CVD reactor 
flows, based on the elliptic form of the equations (Rhee et al., 
1987; Ouazzani and Rosenberger, 1990; Kleijn and Hoogen-
doorn, 1991) are limited to simple configurations such as rec
tangular ducts. 

This paper presents an analysis of mixed convection in an 
idealized cold-wall horizontal CVD reactor with a tapered sus-
ceptor. The analysis is based on the full three-dimensional 
elliptic form of the conservation equations. In this study, the 
predictions of fluid flow and heat transfer are made by solving 
the conservation equations for a single species and the details 
of chemistry and species transport are not included. Thus, the 
results are valid for CVD applications in which the reactants 
are present in very small concentrations in the inert carrier gas. 

Mathematical Formulation and Computational Proce
dure 

The geometry of the CVD reactor under consideration is 
shown in Fig. 1. The reactor consists of an entrance section, 
a reaction section (susceptor), and an exit section. The aspect 
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ratio (B/H) of the reactor at the inlet is 2. The lengths of the 
entrance section (L{), the reaction section (L2), and the exit 
section (L3) are 3H, 5H, and 3H, respectively. The top wall 
of the reactor is flat, whereas the susceptor section on the 
bottom wall is tapered at 6 deg. Thus, the aspect ratio in the 
susceptor section increases from 2 at the leading edge to 4.2 
at the trailing edge. The flow enters the reactor with a uniform 
axial velocity u, and uniform temperature Tt. The entrance and 
exit sections and the top wall are isothermal, and are main
tained at temperature T,. The susceptor is heated to a tem
perature Th. The reactor sidewalls are also isothermal and are 
assumed to be cooled to the top wall temperature 7}. This 
boundary condition can be realized if the reactor walls are 
water cooled. 

The mixed convection flow is governed by the continuity, 
momentum, and energy equations. The momentum and energy 
equations are coupled through the buoyancy term. In this 
analysis, the flow is assumed to be steady and laminar, and 
the transport properties as uniform except for density. The 
variation of density with temperature is calculated using the 
Boussinesq approximation and is considered only in the buoy
ancy term in the momentum equations. For a given reactor 

heated susceptor 

Fig. 1 Schematic of a CVD reactor 

geometry, the flow is governed by three parameters: Reynolds 
number (Re = w,-i//e), Grashof number (Gr = gfi{Th - Tfirf/ 
v2), and Prandtl number (Pr = \icp/k). The ratio Gr/Re2 

provides a measure of the relative strengths of the buoyancy 
and inertial forces. 

Due to symmetry in the z direction, the equations were solved 
only on one-half of the reactor cross section. The governing 
equations were solved in a body-conforming coordinate system 
using the calculation procedure described by Karki and Pa-
tankar (1988). The computations were made on a numerically 
generated grid comprising of 47 grid points in the streamwise 
(x) direction, 27 grid points in the vertical (y) direction, and 
22 points in the lateral (z) direction. An algebraic procedure 
was used for grid generation. The final grid was established 
on the basis of a series of exploratory computations on coarser 
grids. For flows with large values of Gr/Re2, the overall results, 
such as the total heat transfer from the susceptor, on the present 
grid differ by less than 5 percent from those calculated on a 
32 x 17 x 17 grid. 

Results and Discussion 
In this study, the reactor geometry was kept fixed and the 

Prandtl number of the fluid was maintained at 0.7. Numerical 
results were obtained for two values of the Grashof number 
(Gr = 104, 105) and three values of the Reynolds number (Re 
= 10, 20, 50). In CVD reactor flows, the Reynolds number 
is typically in the range 1-100 and the Grashof number is less 
than 106. Thus, the chosen values of Re and Gr correspond 
to typical operating conditions. For the combination of Gr 
and Re considered here, the values of the parameter Gr/Re2 

range from 4 to 1000; thus, the flow conditions include situ
ations in which the flow is forced convection dominated as 
well as those in which the natural convection effects are sig
nificant. At large values of the parameter Gr/Re2, the flow 
may become unsteady and the steady-state results presented 
here may not be applicable. 

Velocity and Temperature Fields. The key features of the 
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Re = 20 
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Fig. 3 Flow patterns and isotherm maps on longitudinal planes at Gr 
= 105and Re = 20 

velocity and temperature fields are illustrated using the results 
for the case Gr = 105 and Re = 20 (Gr/Re2 = 250). These 
results are presented via velocity vectors and isotherms maps 
on selected cross-stream (yz) and longitudinal (xy) planes of 
the reactor and are shown in Figs. 2 and 3. For clarity of 
presentation, the reactor channel height has been doubled for 
the plots of the xy planes. The reference velocity vector pro
vides a measure of the dimensionless axial velocity at the inlet 
(Re/Gr1/2). The isotherms are plotted at a constant increment 
in temperature. Since there is symmetry about the vertical 
midplane (z = 5/2), results are presented only for one-half 
of the cross section (0 < z < B/2). 

The cross-stream distributions (Fig. 2) show the development 
of the secondary flow. In the entrance section of the reactor, 
the flow is isothermal and the cross-stream conditions are 
nearly identical to those for pure forced convection. As the 
cold fluid enters the heated susceptor region (Fig. 2a), it ex
pands and begins to rise. Near the sidewall, the buoyancy helps 
in the propagation of the isotherms into the reactor and initiates 
the development of a longitudinal vortex near the corner. The 
longitudinal vortex develops as a well-defined plume ascending 
near the midplane (Fig. 2b). Farther downstream, the strength 
of the longitudinal vortex increases for some distance and then 
the strength begins to diminish. The weakening of the vortex 
is caused by the reduction in the reactor height, which leads 
to diminished buoyancy forces and increased throughflow ve
locity. In the exit section of the reactor the fluid loses heat 
from all walls. This heat loss and the mixing due to secondary 
flow cause the temperature and density fields to become uni
form, which reduces the driving potential for the secondary 
flow, thereby diminishing its strength. The development of the 
secondary flow for other cases studied is qualitatively very 
similar, except for Gr = 105 and Re = 50, for which the 

secondary flow comprises of multiple vortices in the cross 
section. The secondary flow pattern described here corresponds 
to cold sidewalls; use of other thermal boundary conditions 
such as adiabatic sidewalls will lead to significantly different 
cross-stream conditions. 

The axial flow distribution (Fig. 3) shows zones of flow 
reversal (transverse rolls), caused by large density gradients, 
near the thermal transition regions. Near the leading edge of 
the susceptor, the transverse roll forms near the top wall. For 
the reactor configuration and thermal boundary conditions 
considered here, this roll was predicted for flows with Gr/Re2 

> 100. At larger values of Gr/Re2 (> 250), a transverse roll 
also forms near the trailing edge of the susceptor. For the 
present flow, this second transverse roll is very weak but it 
becomes pronounced at larger values of Gr/Re2. Note that the 
transverse roll at the leading edge is located near the top (cooled) 
wall, whereas the roll at the trailing edge is located near the 
bottom (heated) wall of the reactor. The transverse rolls reduce 
the throughflow area, leading to large axial velocities over the 
susceptor. The increased axial velocity results in higher tem
perature gradients on the susceptor underneath the transverse 
rolls. The transverse roll near the leading edge transports the 
hot fluid from the susceptor section to the entrance section of 
the reactor, as evidenced by the S-shaped isotherms. The tem
perature gradients on the susceptor are nonuniform, in both 
the axial and lateral directions. These nonuniformities reflect 
the combined consequences of the sidewall effects, the lon
gitudinal vortices, and the axial flow reversal. 

Local Heat Flux Distribution on the Susceptor. Figure 4 
shows the distribution of the local Nusselt number, defined as 
Nu = qH/k(Th - Tj), where q is the local heat flux, on the 
susceptor. For a mass-transfer-limited deposition process, the 
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Fig. 4 Local heat flux distribution on the susceptor surface: (a) Re = 
10; (b) Re = 20; (c) Re = 50 

local heat flux distribution provides a qualitative measure of 
the deposition rate on the susceptor. 

In Fig. 4, Nu,,, and Numi, are the maximum and minimum 
values of the Nusselt number. The largest value of Nusselt 
number in the plots is kept at 20; Nusselt numbers increase 
from 20 to Nu,,, in a narrow region near the sidewall, which 
has not been included in these plots. As expected, large heat 
flux values are encountered near the leading edge of the sus- 
ceptor and near the cold sidewall. At Gr = lo4 and Re = 50, 
the heat flux distribution is representative of that in a forced 
flow situation and the nonuniformities are primarily due to 
the development of the thermal boundary layer on the sus- 
ceptor and the presence of the sidewalls. As the Reynolds 
number is reduced, the heat flux distribution becomes more 
nonuniform due to the increased strength of the longitudinal 
vortex. The lateral nonuniformity is largest at axial locations 
where the secondary motion is strongest. The longitudinal vor- 
tex rotates up near the midplane and down near the sidewall. 
Consequently, the heat flux is smaller near the midplane. 

The nonuniformity in heat flux distribution becomes more 
pronounced at Gr = lo5. The heat flux distribution at Re = 
50 and Gr = lo5 shows the largest lateral nonuniformity. As 
stated earlier, the cross-stream flow pattern for this flow com- 
prises multiple longitudinal vortices. The minima in the local 
Nusselt number, which occur at Z = 0.2 and 1, correspond 
to the plumes ascending from the susceptor. At Re = 10 and 
20, the presence of the transverse roll also affects the heat flux 
distribution. In the presence of the transverse roll, the axial 
velocities near the susceptor increase due to the reduction in 
the area available for throughflow, causing the heat transfer 
to increase in that region. This behavior is reflected in the 
increased heat transfer near the leading edge of the susceptor. 
The heat flux distributions at Re = 10 and 20 also show local 
maxima near the trailing edge of the susceptor, in the vicinity 
of the midplane. This increase in heat transfer is caused by 
the development of a second transverse roll in that region. 

Concluding Remarks 
Three-dimensional laminar mixed convection in a cold-wall 

horizontal CVD reactor with an inclined susceptor has been 
studied numerically. The buoyancy forces are shown to have 
a significant effect on the main flow. The cross-stream flow 
pattern comprises of longitudinal rolls, which introduce axial 
and lateral nonuniformities in the heat flux distribution on the 
susceptor. For flows characterized by a large Grashof number 
and a low Reynolds number, flow reversal, in the form of 
transverse rolls, also occurs in the streamwise direction, near 
the thermal transition regions. These transverse rolls lead to 
locally large heat transfer rates from the susceptor. 
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Natural Convection Within Spherical 
Annuli by Symbolic Algebra 

K. G. TeBeest,1 S. A. Trogdon,2 and R. W. 
Douglass3 

Nomenclature 
g = gravitational acceleration constant, m/s2 

GrL = Grashof number = fig(Af)L3/v2 based on gap 
width L 

L = annular gap width = r0 - fh m 
Nu = surface average Nusselt number 
Pr = Prandtl number = v/a 
(R = square root of the Grashof number based on outer 

radius 
r = dimensionless radial coordinate = f/f0, ?j < r < 1 
T = dimensionless temperature 
x = transformed latitudinal coordinate = cos 0, - 1 < 

x < 1 
a = thermal diffusivity, m2/s 
/3 = coefficient of thermal expansion, 1/K 
rj = annulus radius ratio = r,/f0 

6 = latitudinal spherical coordinate 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

•*• = dimensionless streamfunction 

Subscripts and Superscripts 
/ = value denoting the upper limit for model range of 

validity 
~ = value denoting dimensional quantity 

Introduction 
An asymptotic truncated series solution for steady, axisym-

metric convection between concentric spheres is obtained 
through effective use of symbolic algebra. The approximate 
solution is given in powers of the square root of the Grashof 
number based on outer radius. The solution differs from that 
of Hardee (1966) and Singh and Elliot (1981) in that we give 
a method for determining the series solution to any order. The 
results obtained here were used as the basic flows in the hy-
drodynamic stability analysis of TeBeest (1992). 

Research on these flows was initiated by Hardee (1966) who 
presented a solution for the the streamfunction and temper
ature as a third-order power series in the Rayleigh number. 
Singh and Chen (1980) coupled a Galerkin method with finite 
differences to solve for the flow variables for moderate Grashof 
numbers. At the same time Caltagirone et al. (1980) reported 
transition toward multicellular flow by using finite differences 
to solve the unsteady equations of motion systematically. Ing
ham (1981) presented a finite difference solution for air, while 
Singh and Elliot (1981) presented a two-term power series 
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solution in the Grashof number for a thermally stratified me
dium. 

Natural convection within spherical annulus enclosures has 
been studied experimentally by Bishop et al. (1964) (using air), 
Bishop et al. (1966) and Scanlan et al. (1970) (using air, water, 
and silicon oils), and Yin et al. (1973) (for air and water). 

Mathematical Formulation 
We consider steady, axisymmetric convection of a viscous, 

incompressible fluid contained between two isothermal con
centric spheres at distinct temperatures. The inner and outer 
speres, of radii f-, and f0, are maintained at uniform temper
atures T; and T0, respectively. The fluid within the annulus is 
Boussinesq with Prandtl number Pr. A uniform gravity field 
acts vertically downward and viscous dissipation is neglected. 

The dimensionless equations for the streamfunction ^ (r, x) 
and temperature T(r, x) are given by (TeBeest, 1992) 

E4* = 6l(l-x2)\3(rx, T)- S 

v2r=^<j(*. 

r2{\-

T) 

x2) * (1) 

(2) 

where r = f/r0 is the dimensionless radial coordinate, x = cos 
6 is the transformed latitudinal coordinate, and 5 (/, g) = df/ 
dr dg/dx - df/dx dg/dr is the Jacobian operator. The Grashof 
number based on outer radius is 

<R2 = g/3(Af) r 3 > 2 

where AT = T,• — f0, T0 < 7}. The problem domain is r\ < 
r < 1, - 1 < x < 1 where rj = f;/f0 is the radius ratio. The 
boundary conditions on ^ and T along the inner and outer 
spherical surfaces, /' = ij and r = 1, are obtained, respectively, 
from the no-slip and constant temperature conditions there. 
The boundary conditions at the poles, x = ± 1 , are obtained 
from the symmetry requirements that the latitudinal compo
nent of both the velocity and heat flux vectors vanish there 
and the radial velocity component be finite. Thus, the bound
ary conditions are 

dr 

* ( l , x ) = ^ ( l , x ) = 0 ; T(\,x) = 0 
dr 

and 

dT 5 * 
V(r, ±1) = 0; — (r, ±1), — (r, ±1) finite. 

dx dx 

Asymptotic Series Solutions 
We seek an asymptotic power series solution to Eqs. (1) and 

(2) for "small" values of (R in the form 

r = | > 2 " T 2 , „ * = | > 2 n + V 2 , , + i . (3) 

Dahl (1990) and TeBeest (1992) have not only shown that the 
streamfunction and temperature are respectively odd and even 
functions of (R, but that they are also separable. Hence we 
express Eq. (3) in the form 

* = ( l - * 2 ) 1 / 2 f ] " | ] (R2"^P^(x)R^ + n(r), (4) 

mod 2 

oo n 

T = S E &2"Pm(x)Q%t]{r). (5) 
n = 0 m = Ar(«) 

mod 2 
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The expressions P„(x) and P^ix) are respectively Legendre 
polynomials and associated Legendre polynomials of first or
der and the functions AT(n) and A^(n) are defined through 

( A ^ ( B ) , A T ( B ) ) = 
(1,0) 
(2, 1) 

n even 
n odd. 

Upon substituting the series (4) and (5) into Eqs. (1) and 
(2), equating expressions multiplying like powers of (R, and 
using orthogonality of the Legendre and associated Legendre 
polynomials we obtain, for each m in Eqs. (4) and (5), the 
following system of ordinary differential equations: 

r2 rnP / l+ ih J f f l lA f f l J 

•)P»] A,,[er]=/!,rV), 

J2n+ I] (r), (6) 

(7) 
where the differential operators Lm and Dm are defined by 

^m — 
d2 m(m+\) 

' dr2 r2 

dr 

m(m+\) 

The appropriate boundary conditions on the functions 
R%"+"(r) and Q%"](r) are: 

dr 

R 

and 

jrn(i)=^r i ](i)=o, 
dr 

QT(v) = h Gl°1(D = 0, 

(8) 

Qi'"1(^) = Q!'"](l) = 0, n = l , 2 , . . . . (9) 

The functions g%"+[](r) mdf%"](r) in Eqs. (6) and (7) are 
known (TeBeest, 1992), being expressed in terms of the pre
viously determined R[2k+n(r) and Q{2k](r), k = 0, 1, . . . , n 
- 1. We use the symbolic manipulator MAPLE to determine 
the functions gf2"+ ''(/•) andf%"] (r) explicitly and then to solve 
the differential Eqs. (6) and (7) with boundary conditions (8) 
and (9). This is done for n = 0, 1, 2, 3 and values of m given 
in Eqs. (4) and (5). Our resulting solution is expressed explicitly 
in terms of the parameter rj, Pr, and (R, which MAPLE converts 
directly into FORTRAN code. 

Results 
In this section we discuss the range of validity of the asymp

totic series solution, and we present some results and compare 
them with experimental and numerical results obtained by 
others. To facilitate comparisons we introduce the Grashof 
number based on gap width, 

GrL = (l -V)3(R2. (10) 

To estimate the range of validity of the asymptotic series 
solution, we compare the magnitudes of the terms <R2"T2„ and 
<ft2"+ V2»+1 in Eq. (3) for n = 1, 2, 3 with those of the leading 
terms T0 and (R^i- We then estimate over what fractions, /x2„ 
and i>2„+\, of the annular domain these terms respectively ex
ceed the terms T0 and (Ri/'i in magnitude. The measures /z2„ and 
v2n+1 may be approximated by discretizing the annular domain 
into a finite set of K x K points (rh Xj), which are rather 
uniformly distributed. We used the points (r„ Xj) given by 

1 -1 • 
cos 

jry_ 
K+l 

, i,j=i, 2, K. 

These points are uniformly distributed on the Cartesian rec
tangular domain ((/•, 6): -q < r < 1,0 < 6 < ir}. Using this 
discretization we let 9TC2„ (K) denote the number of points at 

Table 1 Relative number of spatial points at which higher order terms 
in the asymptotic series exceed the leading terms for Pr = 0.7, ij = 0.5. 
Values given are in percentages. 

OTL 

1750 
2000 
2250 
2500 

n= 1 
M2 

9.1% 
17.4% 
23.8% 
28.9% 

vz 
0.0% 
0.2% 
4.2% 
8.7% 

n = 2 
fJ-4 

0.0% 
4.1% 

10.7% 
15.7% 

v*. 
0.0% 
0.0% 
0.0% 
0.3% 

n = 3 
1*6 

0.0% 
0.0% 
0.0% 
0.0% 

v7 

0.0% 
0.0% 
0.0% 
0.0% 

which I (R 2"T2„ (rhXj)\ > I T0 (/",•, Xj) I and let 3l2„ +1 (K) denote 

the number of points at which I (R2"+ 'fen- I (O. •*/) I > I ^\{ri, 
Xj)\. We define 

^2n(K)=^-2y(i2AK),P2n+i(K)~?fl2„+1(K) 
K KL 

which represent fractions between zero and one. For suffi
ciently large K, ii2n(K) and v2n+i(K) should closely approx
imate H2n a n d "2«+i> respectively, i.e., 

M 2 n ; = lim H2„(K), v2n+l= Km v2n + l(K). 
/f-oo AT-oo 

Our numerical experiments indicate that taking K = 100 ex
ceeded that needed for convergence of n2„(K) and v2n + \ (K). 
Thus, we took K = 100 so that 10,000 points were used in 
determining /x2„ and v2n+i. 

Table 1 presents values of /i2„ and v2„+1 for r/ = 0.5 and Pr 
= 0.7. For example, when Gr,r, = 2000, the second term in 
the temperature expansion (i.e., the term (R2T2) exceeds the 
leading term r0 at roughly 17.4 percent of the points within 
the annular domain, while the second term in the stream-
function expansion (the term (RV3) exceeds the leading term 
(R\pi at roughly 0.2 percent of the points. 

We propose that the breakdown of the validity of the asymp
totic model may be predicted by evaluating the measures /x2„ 
and v2n+\- It is known that in asymptotic series, "the region 
within which the error decreases indefinitely with increasing n 
shrinks toward zero as n approaches infinity" (Lanczos, 1938). 
This is especially true for infinite asymptotic power series, 
which can converge only for flt \ 0. Finite asymptotic power 
series, as used here, will necessarily lose accuracy as (R increases 
since subsequent terms (R2'V2„ or (R2n+'ip2n+\ increase in mag
nitude indefinitely. Therefore, we anticipate that the accuracy 
of the model may be assessed by comparing the magnitude of 
these subsequent terms with a dominant term, say the leading 
term, which is known to dominate for (R \ 0. 

Using the above ideas we estimate the range of validity of 
the asymptotic model for 0.2 < 17 < 0.8 and 0.1 < Pr < 100. 
For fixed -q and Pr the model is valid provided tft is below 
some limiting value (R/. With relatively few exceptions it was 
determined that as (R was increased isotherms developed in 
the flow that had values greater than one. This generally oc
curred when the magnitude of the second term (R2T2 in the 
temperature series exceeded the leading term T0 at roughly \i2 

= 20 percent of the sampling points. We thus define (R/ in 
the following way: 

(R/=min {(R: ix2„ = 0.2 or i<2„+1 = 0.2j. 
n 

Based on these criteria the data in Table 1 would indicate that 
for Pr = 0.7 and t\ = 0.5 the asymptotic series approximation 
for the temperature would not be valid for GrL much greater 
than 2000 and that the series approximation for the stream-
function would remain valid for somewhat larger values of 
GrL than the temperature approximation. These conclusions 
are consistent with graphic observations (TeBeest et al., 1991). 
We note that increasing the truncation order of the approxi
mation would not improve the accuracy of the approximation 
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Table 2 Surface average Nusselt numbers from Singh and Chen (1980), 
Scanlan et al. (1970), and present work 

1 10 

Prandtl Number Pr 

Fig. 1 Range of validity of asymptotic model for 0.2 
< Pr < 100 

V < 0.8 and 0.1 

for this set of parameter values since the lower order terms 
would not be affected by adding additional terms. 

Figure 1 shows (R, as a function of Prandtl number for 
several radius ratios. Since the range of validity of the asymp
totic series cannot be defined precisely, Fig. 1 provides an 
estimate of the range of validity that is based on the definition 
of (ft,. The series approximation may be valid for values of (R 
beyond the values (R/ presented here, especially for the stream-
function approximation, which appears to be less affected by 
(ft than does the temperature approximation. 

To compare our results with those of others, we introduce 
the surface average Nusselt numbers along the inner and outer 
spheres, 

Nu = 
1 -
2i? 

1 , 2 dT 
dr 

sin Odd (11) 
=1,1 

Various investigators have given Nusselt number results for 
the set of parameter values GrL = 1428.6, Pr = 0.7, and -q 
= 0.5. Mack and Hardee (1968) reported a surface average 
Nusselt number of 1.12. From their experimental results Bishop 
et al. (1966) obtained the heat transfer correlation 

Nu = 0.106Gr£'276 

accurate to approximately 15 percent for the range 0.4 < -q 
< 0.8 and Pr = 0.7. Their correlation thus predicts a surface 
average Nusselt number of 0.787. Scanlan et al. (1970) reported 
three surface average Nusselt number correlations, which pre
dicted values of 0.787, 0.924, and 1.086, respectively. The latter 
value was computed from an empirical formula (Eq. (10) in 
their work): 

Nu = 0.228 (Ra*)0-226 (12) 

where Ra* is a modified Rayleigh number equivalent to GrLPr 
when Tj = 0.5. They claimed that 76 percent of the experimental 
data lie within 20 percent of the correlated value computed by 
Eq. (12). Finally, Singh and Chen (1980) reported a Nusselt 
number of 1.1010. 

In Table 2 we list the surface average Nusselt numbers for 
Pr = 0.02 and 0.7, radius ratio 17 = 0.5, and various Grashof 
numbers and compare with those obtained by Eq. (12) and 
Singh and Chen (1980). The Nusselt numbers obtained here 
for Pr = 0.02 agree more favorably with the numerical results 
of Singh and Chen with a maximum deviation of 0.24 percent. 
However, for Pr = 0.7 we have close agreement with Eq. (12). 
We anticipate that the errors will increase as Gr̂ , is increased 
beyond 2000 since the Nusselt numbers are affected by the 
temperature solution. Based on the Pr = 0.7 data listed in 
Table 2 we obtain a heat transfer correlation of 

Pr 
0.02 

0.70 

Q-L 

1000 
5000 

10000 
15000 
20000 

1000 
1428.6 

1500 
1750 
2000 
2250 
2500 

Nusselt Number 
Singh & Chen 

— 
1.0027 
1.0047 
1.0083 

— 
— 

1.1010 
— 
— 
— 
— 
— 

Eq. (12) 
— 
— 
— 
— 
— 

1.0021 
1.0863 
1.0983 
1.1372 
1.1721 
1.2037 
1.2327 

Nu 
Present Work 

1.0000 
1.0012 
1.0047 
1.0107 
1.0190 
1.0581 
1.1185 
1.1306 
1.1778 
1.2322 
1.2939 
1.3629 

Nu = 0.153Gr2,276 

which overestimates Eq. (12) by 7.5 percent for GrL < 2500. 
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Convective Instability in a Porous 
Enclosure With a Horizontal 
Conducting Baffle 

Falin Chen1 and C. Y. Wang 1.2 

Nomenclature 

const, Eqs 
coefficient 
const, Eqs 
coefficient 
const, Eqs 

a 
B 
b 
C 
c 
F 

(11)-(13) 
Eqs. (11) and (12) 
(11) and (13) 
Eqs. (15) and (16) 
(12) and (13) 

characteristic function, Eq. (17) 
g = gravitational acceleration constant 

H = height of enclosure 
K = permeability 
N = number of collocation points 
n = number of cells in horizontal direction 
p = pressure 
R = Rayleigh number 
T = temperature 
u = horizontal velocity 
v = vertical velocity 
x = x coordinate 
y = y coordinate 
a = thermal expansion coefficient 
/3 = normalized length of baffle 
K = thermal diffusivity 
X = normalized distance from baffle to bottom wall 
(x = dynamic viscosity 
p = density 
a = aspect ratio, width to height 
4> = Eqs. (9) and (14) 
\)/ = stream function 

Superscripts 
' = dimensional total quantity 
c = critical value 

Subscripts 
/ 
h 
n 
X 

y 
0 
l 
2 

1 

= upper boundary 
= lower boundary 
= number in series 
= d/dx 
= d/dy 
= reference value 
= lower region 
= upper region 

Introduction 
The study of heat transfer in a fluid-saturated porous me

dium is essential in a variety of practical situations, including 
thermal insulation design and geothermal energy utilization. 
Reviews of previous work were written by Cheng (1978) and 
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^ x' 

Fig. 1 Schematic description of the physical problem 

Bejan (1987). An important index of heat transfer for a medium 
heated from below is the critical Rayleigh number Rc. If the 
Rayleigh number is larger than Rc, the heat transfer dramat
ically increases due to a change from a pure conductive mode 
to a convective mode. The value of Rc for an infinite horizontal 
porous layer is found to be 4ir2 (Horton and Rogers, 1945). 
For a finite enclosure with adiabatic vertical sides walls, Sutton 
(1970) showed that Rc increases by an amount depending on 
the aspect (width to height) ratio. 

The present paper studies the convective instability in a two-
dimensional porous enclosure with a horizontal baffle pro
truding from one of the side walls. The vertical side walls are 
insulated, while the top and bottom surfaces are maintained 
at lower and higher constant temperatures, respectively. The 
present work considers a baffle of high conductivity. We as
sume the baffle temperature can be considered constant 
throughout. We ask, for a given enclosure aspect ratio, is the 
addition of another physical constraint (such as lengthening a 
baffle) always stabilizing? Is there an optimum baffle location 
and length such that the critical Rayleigh number is maximized? 

2 Problem Formulation and Method of Solution 
Figure 1 shows the situation. A rectangular box of height 

Hand width oHis filled with a fluid-saturated porous medium. 
A horizontal baffle of length (3H (/3 < a) is located at a distance 
of XH from the bottom. The side walls are adiabatic and the 
top and bottom walls are isothermal and at temperatures T, 
and Th (> Tj), respectively. The baffle is at a (passive) constant 
temperature. It is assumed that the Darcy-Boussinesq model 
governs the flow in the porous medium and the principle of 
exchange of instabilities holds for the present situation (Beck, 
1972). 

Let u' and v' be the velocity components in the x' and y' 
directions, respectively. The governing equations are (Bejan, 
1984) 

K , 
u = - - px, 

K 

(1) 

(2) 

(3) 

(4) 

Here K is the permeability, n the dynamic viscosity, p the 
pressure, p0 the fluid density at temperature 7), g the gravi
tational acceleration, a the thermal expansion coefficient, T' 

v' = — ( / v + p o g t l - a C T ' - r , ) ] ) , 

u'T'x> + v'T'y>=K(T'x'x> + T'y' '), 
UX> +Vy' = 0 . 
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the temperature, and K the thermal diffusivity of the porous 
medium. In a pure conduction state the temperature decreases 
linearly from Th to 7}. We perturb from the pure conduction 
state and nondimensionalize the linearized equations by the 
scales T' = Th-AT(y-T), u'=KU/H, V'=KV/H, X'=HX, 
and/ ' = Hy, where AT= Th~Tt. After pressure is eliminated, 
the linearized equations are 

uy-vx= ~RTX, 

UX + Vy = 0 , 

(5) 
(6) 
(7) 

where R is the Rayleigh number defined by R = KapogHAT/ 
IXK. After introducing a streamfunction \p satisfying u = \j/y and 
v= ~^x> o n e obtains 

v V + /ty» = 0. (8) 
Equation (8) is to be solved with the boundary conditions on 
the top, bottom, and baffle that i/- = 0 and ^ = 0, where the 
latter is a result of constant temperature. On the side walls we 
specify ^ = 0 and ^xx = 0, where the latter is due to adiabatic 
conditions. 

Due to the presence of the baffle, the determination of the 
smallest eigenvalue Rc as function of a, /3, and X is no longer 
simple. The usual method of considering a single mode for 
stability problems, viz., the so-called normal mode analysis, 
thus becomes invalid. We shall hence present a method utilizing 
eigenfunction expansions and collocation to solve the problem. 
We divide the enclosure into two regions by a horizontal straight 
line along the baffle. Let ^ be the solution to the lower region. 
The general solution of \pi satisfying all boundary conditions 
at the side walls (x = 0 and cr) can be expressed by the following 
series: 

v i . in-KX\ 
Mx, y)=2_t s m ( J 0m 00- (9) 

Substituting Eq. (9) into Eq. (8) yields 

'+(^-*V^'< = °- (10) 

The added conditions that </>i„(0) = </>"„(0) = 0 give, for \[R< 
nir/o, 

(11) 

(12) 

2 n V 
a2 

<j>in = Blnsinh(ay) + B2nsm(by), 

and for v7? > «7r/<7, <j>i„ become 
(j>Sn = Blnsmh(ay)+B2„sm(cy), 

where 
n-K I' \[Ra 

a=— 1+ 
a \ n-w 

h~— I ~JR~a 
(13) 

a \ nir 

and the coefficients Bln and B2n are to be determined. Similarly, 
for the upper region the streamfunction \p2 can be written as 

Mx, y) = 2 s i n ( ~ ) 02« 00 . (14) 

where if \[R<mr/o 

4>2n = C,„sinh[«( v - 1)] + C2nsm[b(y- 1)], (15) 
and if \[R> n-w/a 

<fe„ = C,„sinh[fl(v-l)] + C2„sin[cO>-l)]. (16) 
The boundary conditions are that on the baffle,y = X, 0<x</3, 

the stream functions and their second vertical derivatives van
ish and that on the dividing line y = \, /3<x<l, the stream 
functions and their first three vertical derivatives are contin
uous. We take a finite number of terms, say n= 1 to N, in 
series represented by Eqs. (9) and (14). This gives 4N coeffi
cients to be determined. On each point of N equally spaced 
interior points along the dividing line, i.e., 0<x< l,y = \, four 
boundary conditions are to be satisfied. In order to obtain 
nontrivial ^ and.^2, the determinant of the 4N by 4N coef
ficient matrix of B's and C s is set to zero, yielding a char
acteristic equation 

F(R,o,\,p) = 0. (17) 
Equation (17) is nonlinear and will be solved numerically for 
the smallest R (Rc). Regarding a, /3, and X as being known a 
priori, the eigenvalue Rc of Eq. (17) is sought using a bisection 
algorithm. 

3 Results and Discussion 
The required number of collocation points as well as the 

number of terms (N) in series of Eqs. (9) and (14) for yielding 
a solution of acceptable accuracy are determined by comparing 
our numerical results with exact values of Rc for /3 = 0 (Sutton, 
1970). When the baffle is absent ((3 = 0), Eq. (17) reduces to 
sin(c) = 0 or the critical Rayleigh number is 

(18) •> i „ n a' 

a2 

for the range y/n(n— \)<a<^n(n-\), where, physically, n 
accounts for the number of convection cells in the horizontal 
direction. By using N= 50, the calculated Rc differs from the 
exact solution by less than 0.01 percent. We thus use A =̂ 50 
for the subsequent calculations in this paper. Equation (18) 
illustrates that the minimum of Rc (= 4ir4) occurs at integral 
values of a and the local maximum occurs at o~\[l, Vo, 
VT2, V20, V30, and so on. 

Another extreme case is when /3 = a, or the baffle completely 
separates the enclosure into two compartments. Each com
partment is a rectangular enclosure with its own height and 
temperature difference. Let R\ and Rc

2 be their individual crit
ical Rayleigh numbers. Thus, the critical Rayleigh number Rc 

is 

BC • (R\ Rl (19) 

For example, if /3 = a = 1.2 and X = 0.4, o\ = a/X'= 3 and from 
Eqs. (18), Hi = 3 and R \ = A-K2. Similarly a2 = 2, n2 = 2, and 
R \ = 4TT2. Since 7^/X2 = 246.74 and Rc

2/(\ - X)2 = 109.62, we de
duce that convective instability begins in the upper compart
ment with two cells when Rc reaches 109.62, while the heat 
transfer in the lower compartment is through pure conduction 
only. In the present problem, the configuration shown in Fig. 
1 exhibits an intrinsic symmetry in the vertical direction with 
respect to X = 0.5, while the horizontal symmetry is violated 
due to the presence of a partial horizontal baffle (0<(3<1). 
The calculated Rc for various (3 and X confirm this symmetry. 
In subsequent analyses, accordingly, we shall consider only 
0:=X<0.5. 

To consider the effect of the baffle on the stability char
acteristics, we first focus on the case of 0= 1, a square enclo
sure, in which the horizontal baffle varies in both vertical 
position and horizontal extension. The variation of Rc versus 
baffle length (represented by /3/a for five different baffle po
sitions A = 0.1 to 0.5) is presented in Fig. 2. It is seen that a 
baffle located closer to the center leads to greater stability, 
while a longer baffle does not necessarily ensure a more stable 
state. For X = 0, the baffle is absent, and Rc remains at 47r2. 
For 0 < X < 0.5, the value of Rc first increases with 0/<r, reaches 
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180.0 

Fig. 2 Variation of Rc versus /3/<r for various X when <r= 1 

m 
o 

o o 
Fig. 3 Critical streamline patterns for various X and /3/a when a= 1: (a-
e) X = 0.1, /3/ff = 0.1, 0.3, 0.5, 0.7, and 0.9; (f-j) X = 0.2, pi<r = 0.1, 0.3, 0.5,0.7, 
and 0.9; (k-o) X = 0.3, /3J<J = 0.1,0.3, 0.5,0.7, and 0.9; (p-f) X = 0.4, (3/o = 0.1, 
0.3, 0.5, 0.7, and 0.9; (u-y) X = 0.5, /3/<r = 0.1, 0.3, 0.5, 0.7, and 0.9 

a maximum, then decreases. The values of /3/<r at which the 
maximum Rc occurs, denoted by (/3/a)max, are respectively 0.58, 
0.6, 0.84, and 0.8 for X = 0.1, 0.2, 0.3, and 0.4. For A = 0.5, 
a centered baffle, Rc increases monotonically with (3/a until 
X = 0.74. The Rc remains constant at 16TT2 (= 157.91) with fur
ther increasing /3/cr. 

A series of onset streamline patterns for various baffle lengths 
and locations is shown in Fig. 3. Let us consider the case of 
fixed A = 0.1 (first column). Since the enclosure is a square, 
the dominant convection pattern without the baffle is a single 
cell, occurring at Rc = 4ir2. When a very short baffle is present, 
the single cell is perturbed slightly, thus raising Rc slightly. 

180.0 

150.0 -

60.0-

30.0 

180.0 

A= 0.5 

1 , 1 , 1 , 1 , 1 r-
0.0 0.2 0.4 0.6 0.8 1.0 

(a) 

0/or 

0.4 0.6 Oi 

(3/c7 

Fig. 4 Variation of Ff versus pio for various X and a: (a) a = 0.5; (b) a = 2.0 

When /3/ff approaches unity, Rc is increased according to Eq. 
(19), since the effective height of the enclosure is decreased to 
1 - X. In the meantime, the onset of convection is gradually 
largely confined to the upper part of the enclosure. Similar 
results are obtained for A = 0.2 (second column). When A is 
fixed at 0.3 and 0.4 (third and fourth columns), the single cell 
character changes to double cell for /3/ff > 0.5, since the final 
effective aspect ratios are a/(l -X)= 1.429 and 1.667 (>yfl), 
respectively. When A is fixed at 0.5 (fifth column), the baffle 
pierces the single cell as its length increases, and eventually the 
onset of convection consists of four identical cells. From the 
streamline patterns we see that, for fixed X, the maximum 
value of Rc seems to occur when the recirculation cell is either 
most distorted (see, for example, Figs. 3(c), 3(h)) or separated 
into two cells with distortion (Figs. 3(m), 3(5)). For X = 0.5, 
the critical streamline patterns retain the same quadra-cellular 
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Table 1 The values of (/3/ff)max and corresponding Rc for various a and X 

(0/e)max R° 

0.5 

1.0 

1.5 

2.0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.1 

0.2 

0.3 

0.4 

0.5 

0.1 

0.2 

0.3 

0.4 

0.5 

0.1 

0.2 

0.3 

0.4 

0.5 

0.50 

0.50 

0.52 

0.54 

0.38 

0.58 

0.60 

0.84 

0.80 

0.74 

0.80 

0.80 

0.84 

0.90 

0.88 

0.82 

0.90 

0.90 

0.90 

0.92 

69.7509 

79.2895 

94.1075 

119.093 

157.923 

52.3349 

68.9394 

90.4022 

114.912 

157.921 

51.0404 

62.9265 

82.2442 

113.725 

157.917 

49.9327 

63.9843 

81.2335 

111.470 

157.929 

convection when /3/<7>(|3/o-)max = 0.74 (see Fig. 30>)), which 
explains the plateau of the corresponding curve in Fig. 2. 

For non-square enclosures (<7# 1), the influence of the pres
ence of a horizontal baffle on the stability is similar to that 
of <j=l. Figures 4(a) and 4(b) illustrate the variation of Rc 

versus fi/o for <r = 0.5 and 2.0, respectively. As one can see, 
for 0< A<0.5, all Rc for different a increase with @/o at first, 
reach a maximum and then decrease. For X = 0.5, the curve of 
Rc plateaus after it reaches the maximum, and its value remains 
at 167T2 for all a considered. We summarize in Table 1 the 
values of ((3/o-)max and corresponding R° for various a and X 
and find, in general, that 0G/a)max increases with a when X is 
fixed. 

As a practical example, suppose we wish to insulate a flat 
ceiling by a layer of foam insulation on top of a layer of batt 
insulation. Now the unrolled batts have a backing (usually 
aluminum foil), which represents a horizontal baffle. It is 
customary for the builder to place the batts side by side without 
any gap for maximum insulation. Our analysis shows, how
ever, for maximum insulation the batts should be placed with 
a certain amount of clearance between the rolls. Since Fig. 1 
can be reflected to represent a series of batts, the optimum 
clearance is given in Table 1. 

In summary, several concluding remarks can be drawn in 
the following: 

1 Other dimensions being same, a centered baffle always 
results in a more stable state than an off-centered baffle. 

2 A full-length baffle, i.e., /S/o"=l, does not necessarily 
lead to greater stability. Instead, the value of 03/a)max is usually 
less than unity. For a centered baffle, the maximum Rc occurs 
for |8/a>(/3/ff)max; while for an off-centered baffle, the max
imum Rc occurs at (/3/o-)max. 

3 The value of (fi/o-)max increases with a. 
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On the Hot-Spot-Controlled Critical 
Heat Flux Mechanism in Saturated 
Pool Boiling: Part II—The Influence 
of Contact Angle and Nucleation Site 
Density 
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Nomenclature 
mtrie = triple-point evaporation coefficient 

N/Aw = nucleation site density 
r = space coordinate associated with radial distance 

from center of dry patch 
q = heat flux 

ST A = surface-time average 
T = temperature 

AT = superheat = T - rsav 
Arrew = calculated critical liquid-solid contact wall super

heat at the end of the lifetime of the vapor mush
room bubble 

/3„ = advancing contact angle 
8 = macrolayer thickness 
8 = contact angle 

Subscripts 
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The lack of a complete understanding of the heat transfer 
mechanism near the critical heat flux (CHF) prevents designers 
of power-controlled systems from obtaining maximum effi
ciency while retaining the necessary margins of safety. A review 
of previous studies of CHF was presented by Unal et al. (1992a). 
In that paper, we investigated the hypothesis that CHF is the 
result not only of the complete evaporation of the macrolayer, 
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Table 1 The values of (/3/ff)max and corresponding Rc for various a and X 

(0/e)max R° 
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convection when /3/<7>(|3/o-)max = 0.74 (see Fig. 30>)), which 
explains the plateau of the corresponding curve in Fig. 2. 

For non-square enclosures (<7# 1), the influence of the pres
ence of a horizontal baffle on the stability is similar to that 
of <j=l. Figures 4(a) and 4(b) illustrate the variation of Rc 

versus fi/o for <r = 0.5 and 2.0, respectively. As one can see, 
for 0< A<0.5, all Rc for different a increase with @/o at first, 
reach a maximum and then decrease. For X = 0.5, the curve of 
Rc plateaus after it reaches the maximum, and its value remains 
at 167T2 for all a considered. We summarize in Table 1 the 
values of ((3/o-)max and corresponding R° for various a and X 
and find, in general, that 0G/a)max increases with a when X is 
fixed. 

As a practical example, suppose we wish to insulate a flat 
ceiling by a layer of foam insulation on top of a layer of batt 
insulation. Now the unrolled batts have a backing (usually 
aluminum foil), which represents a horizontal baffle. It is 
customary for the builder to place the batts side by side without 
any gap for maximum insulation. Our analysis shows, how
ever, for maximum insulation the batts should be placed with 
a certain amount of clearance between the rolls. Since Fig. 1 
can be reflected to represent a series of batts, the optimum 
clearance is given in Table 1. 

In summary, several concluding remarks can be drawn in 
the following: 

1 Other dimensions being same, a centered baffle always 
results in a more stable state than an off-centered baffle. 

2 A full-length baffle, i.e., /S/o"=l, does not necessarily 
lead to greater stability. Instead, the value of 03/a)max is usually 
less than unity. For a centered baffle, the maximum Rc occurs 
for |8/a>(/3/ff)max; while for an off-centered baffle, the max
imum Rc occurs at (/3/o-)max. 

3 The value of (fi/o-)max increases with a. 
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Nomenclature 
mtrie = triple-point evaporation coefficient 

N/Aw = nucleation site density 
r = space coordinate associated with radial distance 

from center of dry patch 
q = heat flux 

ST A = surface-time average 
T = temperature 

AT = superheat = T - rsav 
Arrew = calculated critical liquid-solid contact wall super

heat at the end of the lifetime of the vapor mush
room bubble 

/3„ = advancing contact angle 
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The lack of a complete understanding of the heat transfer 
mechanism near the critical heat flux (CHF) prevents designers 
of power-controlled systems from obtaining maximum effi
ciency while retaining the necessary margins of safety. A review 
of previous studies of CHF was presented by Unal et al. (1992a). 
In that paper, we investigated the hypothesis that CHF is the 
result not only of the complete evaporation of the macrolayer, 
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Gaertner (1960); 90 deg. contact angle 
Gaertner-Wcstwater (1965); 12 deg. contact angle 
Wang-Dhir (1991); 90 deg. contact angle 
Wang-Dhir (1991); 18 deg. contact angle 

Wall superheat (K) 

Fig. 1 Pool boiling data of water on horizontal and vertical flat heater 
surfaces: data of Gaertner (1965), Gaertner and Westwater (1960), and 
Wang and Dhir(1991) 

but also of the surface temperature at some point on the heater 
surface becoming high enough to prevent liquid rewetting it. 
We think of this hypothesis as unifying the occurrence of CHF 
and the quenching of hot surfaces to the same concept, i.e., 
the ability of a liquid to contact a hot surface. It also has the 
advantage that it properly brings into consideration the effects 
of heater thermal properties as well as heater thickness on CHF 
while retaining the more classical hydrodynamic effects of the 
process through the macrolayer resupply mechanism. 

The study of Unal et al. (1992a) was based upon the oc
currence of the second transition region2 in Gaertner's (1965) 
pool boiling data (Fig. 1). The study yielded two requirements 
for the second transition boiling regime to be present: (1) The 
material must have high thermal conductivity and (2) the heater 
must be thick. Shortly after completion of Unal's study, Wang 
and Dhir (1991) published data that clearly met these require
ments yet failed to show the second transition region (Fig. 1). 
Thus, the first objective of this note is to investigate this lack 
of a second transition region within the framework of the hot-
spot model. 

In Unal et al. (1992a), we used only Gaertner's (1965) pool 
boiling data for clean water on copper and assumed a contact 
angle of 90 deg based upon Liaw and Dhir's (1989) contact 
angle measurements. The Wang and Dhir (1991) data also 
provided new information both regarding a significant effect 
of contact angle on CHF and that the contact angle of the 
water-nickel/salt solution used by Gaertner and Westwater 
(1960) was less than 18 deg. Thus, the second objective of this 
note is to test the hot-spot hypothesis further for the lower 
contact angle to confirm the functional variation of the critical 
rewetting temperature with the contact angle. 

The Heat Transfer Model 
We use a two-dimensional cylindrical-coordinate transient 

conduction model to study the saturated pool nucleate boiling 
phenomenon in the second transition region on a horizontal 
surface. Details of the model are contained in Unal et al. 
(1992a). For the results presented here, we assume that the dry 
patch formation time, and consequently the heat transfer from 
the dry patch region, are infinitesimally small with the liquid 
supplied only being sufficient to produce the surface quench. 
Constitutive relations to determine the stem-macrolayer ge
ometry are discussed by Unal et al. (1992b). The triple-point 
evaporation coefficient,3 mtr<e, is obtained by trial and error 

in such a way that the calculated value of the surface- and 
time-averaged (STA) temperature matched the extrapolated 
experimental value at points A90 and A[2 on the boiling curves 
where the heater surface should not experience dry patches. 
The size of the dry patch at CHF was determined by varying 
its size until the predicted STA wall temperature agreed with 
the experimental value in a stationary manner over the mush
room bubble lifetime. The reader is referred to previous papers 
for complete details of the model and solution scheme (Unal 
et al., 1992a, 1992b). 

Results and Discussion 
Different values of CHF have been reported in the literature 

for pool boiling of water on copper. Although Wang and Dhir's 
tests with a 90 deg contact angle yielded a CHF of 0.61 MW/ 
m2, Gaertner's clean water experiments, also considered to 
have had a contact angle of 90 deg, yielded a CHF of 1.55 
MW/m2. Depending upon the surface conditions, we can ex
pect the values of CHF to vary.4 However, if the "hot-spot" 
hypothesis we propose for the occurrence of CHF is correct, 
one should expect that a point on the heater surface should 
reach the critical liquid-solid contact temperature in all cases, 
even if the CHF values themselves are significantly different. 
Also both heaters meet our previous requirements of high 
thermal inertia and sufficient thickness, yet Wang's and Dhir's 
data show no second transition region, although Gaertner's 
do. 

First, we will discuss the case of a 90 deg contact angle and 
will perform our analysis at a heat flux of 0.7 MW/m2, taken 
as a rough approximation of the CHF value of 0.61 MW/m2. 
In the absence of stem diameter or surface void fraction in
formation in Wang and Dhir's paper, we make use of Gaert
ner's experimental data to estimate parameters. Also we initially 
use the values of the triple-point evaporation coefficients from 
Gaertner's data. Furthermore, the rectangular geometry of the 
test section is represented by a circular shape by preserving the 
total surface area. 

At a heat flux of 0.7 MW/m2, Gaertner's 90 deg data show 
that the STA wall superheat was 17.2°C. The triple-point coef
ficient for this case was found to be 2.91(10~5) kg/m s°C. If 
this coefficient is used in a stem calculation (see Unal et al., 
1992a) at the same heat flux, the surface-averaged transient 
heat transfer coefficient for Wang and Dhir's data is higher 
compared with values obtained for Gaertner's data at the same 
conditions (see Unal et al., 1992b). This increase is due to the 
higher number density of active sites on Wang and Dhir's test 
surface. This causes the surface void ratio to be higher, and 
correspondingly, the heater radius per stem (in the stem cal
culation) to decrease significantly. The resulting STA wall su
perheat becomes very low, 3.4°C, in the two-phase macrolayer 
region. Results of this case are listed in Table 1 as Run 3. This 
calculated STA wall superheat in the two-phase macrolayer 
region is much less than the value of 20.6°C reported by Wang 
and Dhir. To realize the measured STA temperature, some 
part of the heater must already be dry and have temperatures 
well over 20.6°C. 

When we match the measured STA wall temperature using 
our two-region model, the superheat at the center of the dry 
patch region is 61.6°C (see Table 2, Run 3). This value is in 
reasonable agreement with the critical contact superheat of 
82.6°C obtained for Gaertner's data. Thus, a local point on 

2Gaertner (1965) used this terminology to refer to the upper end of his nucleate 
boiling curve, which showed a considerable decrease in slope before CHF. 

"'The triple-point evaporation coefficient is a lumped representation of the 
heat transfer in the three-phase contact region along the periphery of the base 
of each vapor stem. 

A key assumption made for this analysis is that CHF is independent of the 
boiling surface orientation—Gaertner used a horizontal heater, while Wang and 
Dhir employed a vertical heater. The results of Nishikawa et al. (1974) show 
that changes in heater surface orientation do not cause significant changes of 
the boiling characteristics for the fully developed, high heat flux, nucleate boiling 
region. Thus for a given heat flux, the same wall superheat should result for 
horizontal and vertical surfaces if all other conditions are equal. 
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Table 1 Data used in single-stem calculations for various runs 

R u n 

1 

2 

3 

4 

5 

6 

1 

(MW/IT12) 

1.55 

1.69 

0.70 

0.70 

0.70 

0.70 

e 
(dCB) 

90 

12 

90 

90 

90 

90 

( k g / m s - C ) 

1,54 x 10"5 

l , 8 5 x l 0 - 5 

2.91 x 10-5 

1.03 x 10"5 

2.41 x 10-5 

2.91 x 10-5 

N/Aw 
(#/cm2) 

581 

333 

790 

790 

790 

118 

A , / A „ 

0.1322 

0.0947 

0.3403 

0.3403 

0.0625 

0.1322 

(mm) 

0.0783 

0.0913 

0.1167 

0.1167 

0.0500 

0.1167 

( m m ) 

0.2153 

0.2967. 

0.2000 

0.2000 

0.2000' 

0.4959 

5 
( m m ) 

0.0978 

0.1141 

0.1458 

0.1458 

0.0937 

0.1458 

ATaV/Wei 
TO 

20.0 

29.2 

3.4 

8.2 

8.7 

17.2 

ATav,exp 
TO 

43.6 

121.6 

. 20.6 

20.6 

20.6 

20.6 

Table 2 Dry patch model results 

R u n 

1 

2 

3 

4 

5 

q 
( M W / m 2 ) 

1.55 

1.69 

0.70 

0.70 

0.70 

e 
(deg) 

90 

12 

90 

90 

90 

r d 

( m m ) 

18.2 

23.9 

27.3 

24.8 

24.2 

4 T a v 

PC) 

43.4 

120.2 

20.6 

20.7 

20.8 

ATrew 
CO 

82.6 

167.3 

61.6 

57.2 

56.5 

the heated surface could reach the critical liquid-solid contact 
temperature in Wang and Dhir's 90 deg contact angle test, 
causing the occurrence of CHF at lower heat fluxes. This is a 
consequence of the relatively high site density in their exper
iments. 

As we mentioned in the preceding paragraphs, the calcu
lation of the dry spot temperature in Wang and Dhir's exper
iments was carried out by assuming that results from Gaertner's 
data could be applied to this case as well. Specifically, we used 
values of the stem diameter and the triple-point evaporation 
coefficient derived from Gaertner's data. Next, we will examine 
the sensitivity of our results to changes in the values of these 
parameters. We will also look at the effect of changes in the 
nucleation site density, N/Aw. 

When we decreased the triple-point evaporation coefficient 
by a factor of 3, the STA wall superheat in the two-phase 
macrolayer region was found to be 8.2°C, and the superheat 
at the center of the dry region was 57.2°C (see Tables 1 and 
2, Run 4). A threefold decrease in the triple-point coefficient 
causes a twofold increase in the wet region STA wall superheat, 
but has decreased the calculated dry-spot superheat by less 
than 7.2 percent. It appears that little error is introduced by 
using the value of the triple-point evaporation coefficient ob
tained for Gaertner's data. 

Similarly, when the vapor stem diameter was decreased by 
57 percent (see Tables 1 and 2, Run 5), the calculated value 
of critical rewetting superheat was reduced only by 3.2 percent. 
Again, only a small error is introduced in our calculations as 
a result of our applying Gaertner's vapor stem relations to 
Wang and Dhir's data. 

If the nucleation site density was decreased in such a way 
that the effective heater diameter per stem increased to about 
0.5 mm (see Table 1, Run 6), the wet region surface-averaged 
heat transfer coefficient reduced by about 80 percent (Unal et 
al., 1992b). It is clear that the wet region heat transfer coef
ficient is highly sensitive to the active site density N/Aw. The 
wet region STA superheat was found to be 17.2°C, which is 
fairly close to the experimentally measured value of 20.6°C. 
This suggests that for this N/Aw, most of the heater surface 
could be covered with the two-phase macrolayer and that the 
high-temperature dry spots must be relatively small in area. 

The sensitivity of the calculated heat transfer coefficients 
and surface temperatures to the nucleation site density indicates 
a third requirement for the occurrence of the second transition 
region. The nucleation site density must not be too high for 
the appearance of a second transition region. For large active 
nucleation site densities, lower wall temperatures in the mac
rolayer region compress the surface-averaged temperature 
changes due to any dry patches and minimize any observable 
changes in the slope of the boiling curve. This also implies 
that measurements of STA wall temperature, which provide 

p X 
l= l 

— i 

\ 
^=?~~' 

« Data of Ramilistm and Liunhard (1987) 

H Data of Berenson (from Ramilisoii anii Lienhard, 1987) 

P Present dMfl 

\ ^ 
a 

0 20 40 60 80 100 

Advancing contact angle 

Fig. 2 Liquid-contact temperatures at the onset of CHF and film boiling 
as a function of contact angle 

indications as to whether the second transition region exists, 
cannot be used as a litmus test to make conclusions about the 
existence of dry patches on the heater surface. Whether dry 
patches can eventually cause a second transition region to occur 
on the boiling curve appears to depend strongly on the active 
nucleation site density. 

Next, we will consider the potential effects of contact single. 
Gaertner's STA heat flux and superheat at CHF for clean water 
(90 deg contact angle) were 1.55 MW/m2 and 43.4°C, respec
tively. For these conditions, our calculations show that the dry 
patch radius required is about 18.2 mm. The local instanta
neous superheat at the end of the converged hovering period 
at the center of the dry patch was 82.6°C (see Run 1 of Tables 
1 and 2). In Run 2, we repeated the calculation for Gaertner's 
and Westwater's water/nickel-salt data. We estimated the con
tact angle of water/salt-nickel solution as 12 deg based on 
nucleation site density measurements of Wang and Dhir (1991; 
see Unal et al., 1992b). The experimental STA wall superheat 
at CHF (1.69 MW/m1) for this case is 121.6°C. The dry patch 
size required was found to be about 23.9 mm and the critical 
rewetting superheat for this case was 167.3°C (see Table 2, 
Run 2). 

Figure 2 shows the experimental liquid-solid contact tem
perature data of Ramilison and Lienhard (1987) at the onset 
of film boiling. We showed the result of Runs 1 and 2 on the 
same figure using open symbols. Considering the uncertainty 
in the inferred contact angle, the calculated dimensionless con
tact temperatures agree reasonably well with the data of Ram
ilison and Lienhard where the critical liquid-solid contact 
temperature decreases with increasing advancing contact angle. 

Summary and Conclusions 
We have examined the lack of a second transition boiling 

region in the experiments of Wang and Dhir. In addition to 
the original requirements of a thick heater with high thermal 
conductivity for observing the second transition boiling region 
presented by Unal et al. (1992a), an additional criterion de
termined here is that the active nucleation site density must 
not be too high. This new requirement should be included in 
the experimental efforts originally suggested and aimed at in
vestigating the hot-spot hypothesis. It also indicates that the 
lack of existence of the second transition region on the boiling 
curve doesn't necessarily indicate the lack of significant heater 
surface dryout as we had suggested earlier. 

Calculations based on the data of Wang and Dhir (1991) 
showed that the surface temperatures on the wet regions are 
very low due to their high nucleation site density. This suggests 
that dry patches must exist on their heater, so that the surface-
averaged temperatures would be as measured in their experi
ments. Thus the hot-spot hypothesis provides one possible 
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explanation for the significantly different CHF measurements 
between Wang and Dhir results compared to those of Gaert-
ner's clean water experiments (1965). 

The liquid-solid contact temperature at the center of the dry 
patches at the onset of CHF was found to vary between 267.3 ° C 
and 182.6°C for the data of Gaertner (1965) for contact angles 
ranging from 12 to 90 deg. These temperatures show the proper 
trend and were in reasonable agreement with the liquid-solid 
contact temperatures at the onset of film boiling reported by 
Ramilison and Lienhard (1987). 

The results obtained from this numerical experiment are 
presented in the hope of aiding understanding of the mecha
nisms governing CHF. Closer attention to the measurement 
of spatial variations in surface temperatures is required. Fur
ther, experiments could be devised to investigate the dry patch 
characteristics. 
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Evaporating Thin Film for Isothermal 
Interfacial Conditions 
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Introduction 
Evaporation in a heat pipe occurs at a liquid-vapor interface 

within the micropores of the heat pipe wick. For nearly com
pletely wetting liquids, as used in all heat pipes, the liquid-
vapor interface will extend beyond the meniscus due to the 
adsorption of fluid molecules to the solid structure of the wick. 
Thus, the liquid-vapor interface within the micropores can be 
divided into three distinct regions as shown in Fig. 1: the 

interface 

Adsorbed Film 

Fig. 1 Thin film region between an adsorbed film and a meniscus 

meniscus region controlled by the interfacial curvature 
(deGennes, 1985); the thin film region controlled by both the 
disjoining pressure (caused by the long-range molecular inter
actions) and the interfacial curvature; and the adsorbed film 
region controlled by the short range molecular forces (Isra-
elachvili, 1989). Current practice in the design of heat pipes 
overlooks the presence of the thin film and the adsorbed film. 
Therefore, the goal of this study is to investigate the role of 
the thin film in heat pipes, and to deal uniquely with the 
boundary conditions in the region near the adsorbed film and 
in the meniscus region. 

Background 
The transport processes that occur in thin films have drawn 

considerable attention in recent years. Wayner and Schonberg 
(1990) computed several thin film profiles, each of which ap
proaches a constant but different curvature in the vicinity of 
the meniscus as the evaporation rate changes, contrasting with 
Welter's observations of an evaporating meniscus in a capillary 
tube (1991). He observed that the meniscus radius of curvature 
was independent of the evaporation rate (for stable conditions) 
and equal to the tube radius. More recently, Stephan and Busse 
(1990) and Swanson and Herdt (1992) have analyzed evapo
rating menisci within triangular grooves and circular pores. 
Each of these studies forced the interfacial radius of curvature 
of the thin film in the vicinity of the meniscus to the pore 
radius. Additionally, however, Stephan and Busse assumed 
that the thin film interfacial shape and thickness is intransigent 
with evaporation rate, contradicting the experimental findings 
of Wayner et al. (1991) who showed that the adsorbed film 
thickness, h0, thins as the evaporation rate is increased. Swan-
son and Herdt (1992) assumed that the liquid flow field in the 
thin film as well as in the meniscus region can be described by 
a Hagen-Poiseuille flow field. This assumption, however, is 
only applicable to situations where the pressure gradient is 
only important in the axial direction, which for their physical 
problem is solely valid for the thin film region. 
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Analysis 
The thin liquid film between the adsorbed film and the 

meniscus of an evaporating interface within a micropore is 
analyzed under isothermal conditions extending the theoretical 
treatment developed by Wayner and Schonberg (1990) to a 
pore geometry. A rectangular coordinate frame of reference 
is employed with the x axis along the wall and they axis normal 
to the wall, as depicted in Fig. 1. Conservation of mass along 
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explanation for the significantly different CHF measurements 
between Wang and Dhir results compared to those of Gaert-
ner's clean water experiments (1965). 

The liquid-solid contact temperature at the center of the dry 
patches at the onset of CHF was found to vary between 267.3 ° C 
and 182.6°C for the data of Gaertner (1965) for contact angles 
ranging from 12 to 90 deg. These temperatures show the proper 
trend and were in reasonable agreement with the liquid-solid 
contact temperatures at the onset of film boiling reported by 
Ramilison and Lienhard (1987). 

The results obtained from this numerical experiment are 
presented in the hope of aiding understanding of the mecha
nisms governing CHF. Closer attention to the measurement 
of spatial variations in surface temperatures is required. Fur
ther, experiments could be devised to investigate the dry patch 
characteristics. 
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within the micropores of the heat pipe wick. For nearly com
pletely wetting liquids, as used in all heat pipes, the liquid-
vapor interface will extend beyond the meniscus due to the 
adsorption of fluid molecules to the solid structure of the wick. 
Thus, the liquid-vapor interface within the micropores can be 
divided into three distinct regions as shown in Fig. 1: the 
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meniscus region controlled by the interfacial curvature 
(deGennes, 1985); the thin film region controlled by both the 
disjoining pressure (caused by the long-range molecular inter
actions) and the interfacial curvature; and the adsorbed film 
region controlled by the short range molecular forces (Isra-
elachvili, 1989). Current practice in the design of heat pipes 
overlooks the presence of the thin film and the adsorbed film. 
Therefore, the goal of this study is to investigate the role of 
the thin film in heat pipes, and to deal uniquely with the 
boundary conditions in the region near the adsorbed film and 
in the meniscus region. 

Background 
The transport processes that occur in thin films have drawn 

considerable attention in recent years. Wayner and Schonberg 
(1990) computed several thin film profiles, each of which ap
proaches a constant but different curvature in the vicinity of 
the meniscus as the evaporation rate changes, contrasting with 
Welter's observations of an evaporating meniscus in a capillary 
tube (1991). He observed that the meniscus radius of curvature 
was independent of the evaporation rate (for stable conditions) 
and equal to the tube radius. More recently, Stephan and Busse 
(1990) and Swanson and Herdt (1992) have analyzed evapo
rating menisci within triangular grooves and circular pores. 
Each of these studies forced the interfacial radius of curvature 
of the thin film in the vicinity of the meniscus to the pore 
radius. Additionally, however, Stephan and Busse assumed 
that the thin film interfacial shape and thickness is intransigent 
with evaporation rate, contradicting the experimental findings 
of Wayner et al. (1991) who showed that the adsorbed film 
thickness, h0, thins as the evaporation rate is increased. Swan-
son and Herdt (1992) assumed that the liquid flow field in the 
thin film as well as in the meniscus region can be described by 
a Hagen-Poiseuille flow field. This assumption, however, is 
only applicable to situations where the pressure gradient is 
only important in the axial direction, which for their physical 
problem is solely valid for the thin film region. 
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meniscus of an evaporating interface within a micropore is 
analyzed under isothermal conditions extending the theoretical 
treatment developed by Wayner and Schonberg (1990) to a 
pore geometry. A rectangular coordinate frame of reference 
is employed with the x axis along the wall and they axis normal 
to the wall, as depicted in Fig. 1. Conservation of mass along 
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the thin film requires that the reduction in the liquid flow rate 
equal the evaporation rate, thus: 

dr 

dx'~ 
•m,. (1) 

Defining the following variables: 

rj = h/h0, £ = x/x0, vd = ir/ir0 

mi(i=p/U0, Ca = ii/Uo/a, x0 = 
oho 

To 

mid=C{ 

7T0 = 

M 

MAhAT 

V,TV ' 

' / ! > -
PJVlAh 

RTvTiv 

AT=T,„-TV 

Tv) 

Eq. (1) along with the augmented Laplace-Young equation 
yields the following nondimensional equation for the thin film 
interfacial shape: 

3 m 3Ca 

#050 

a 

,, 1 
1 - T J 3 

V 
(2) 

Above, Ca is the capillary number, mid is evaporative flux 
(Wayner and Schonberg, 1990) based upon a flat liquid-vapor 
interface in the absence of disjoining pressure, T/v is the in
terfacial temperature, Tv is the saturation temperature of the 
bulk vapor phase, u0 is a characteristic velocity of the liquid, 
x0 is a characteristic length of the thin film, h0 is the adsorbed 
film thickness, and TT0 is the disjoining pressure of the adsorbed 
film. For nearly perfectly wetting and nonpolar liquids, typical 
of those used in low-temperature heat pipes, the disjoining 
pressure is given by -w = A /h3, where A is the Hamaker constant 
and h is the local film thickness. For heat pipe wicks manu
factured out of metals such as copper, aluminum, or brass, A 
is given by (Israelachvili, 1989) 

4̂ = 0 . 1 3 2 6 p c ^ ^ 3 5 x l 0 - 2 0 J 

where pc is Planck's constant and ve is the main electronic 
adsorption frequency, which for metals ranges from 30 x 1015 

to 50xl0 1 5 Hz. The value of A shown above is computed 
based upon i>e = 30x 1015 Hz. The four boundary conditions 
needed to solve Eq. (2) are to be specified in a manner that 
forces the asymptotic curvature of the thin film to be the same 
as the curvature of the meniscus. Since specifying these bound
ary conditions at the adsorbed film according to: 17 = 170 and 
17'=17" =17'" = 0 , yields an adsorbed film solution, 
17 = 170 = const (Wayner et al., 1991), it is necessary to specify 
the boundary conditions at a point shifted away from the 
adsorbed film (£ = £„), where £a will be chosen with the re
quirement that at £a, i7a' is negligibly small such that r\'„" =0 . 
Thus, in general form the following boundary conditions at 
£ = £a are employed: 

V = Va V =Va, 
11 " j ' " n 

17 =7)a , and i)a = 0 
The choice of £a and ija is dictated ultimately by the require
ment that the interfacial curvature must equal the meniscus 
curvature as $ — 00. Hence a shooting method solution is em
ployed. However, in general, the shooting method would re
quire iteration upon four parameters (namely, £a, i)„, 17,,', and 
i)a') to match the meniscus curvature, which would be imprecise 
at best. Also, beginning the solution at £a neglects a portion 
of thin film region in the vicinity of the adsorbed film for 
0 < £ < £ a usually called the interline region. 

The disadvantages of the above approach are avoided in the 
following manner. The interline region or region adjacent to 
the adsorbed film is characterized by negligible curvature, and 
thus the differential equation that governs its interfacial profile 

Table 1 Parametric variables used to express Eq. (2) in a 
dimensionless form 

AT, K h0, ftm x0, fim mid, kg/(m-s2) • TT0, Pa Ca 

0.0006 
0.0007 
0.0008 

0.07 
0.065 
0.062 

0.97 
0.87 
0.8 

0.025 
0.030 
0.034 

1096 
1279 
1462 

3 .3x l0~ 7 

3 .8x10" ' 
4.4X10"7 

is obtained by'setting the curvature terms in Eq. (2) to zero 
(Wayner et al., 1976), yielding the following equation: 

Ca 

hiro 
(3) 

valid in the region 0 <£<£„ . At £ = £a, the interline solution, 
i)/, must match the solution of Eq. (2) (17/= 17,,, 17/ = i)a). Thus, 
a discontinuity in the curvature at £a would exist except that 
£a is chosen so that ija is negligibly small. The boundary con
ditions for Eq. (3) are chosen to be consistent with Wayner's 
(1991) observations (as well as those of Dussan et al., 1991) 
just outside the adsorbed film, i.e., 

17 = 1 + 5 and 17' = e at £ - 0 

The parameter 5 depends on the evaporation rate as shown in 
Wayner's experiments. The interline slope, e, has been pos
tulated to be fluid-solid dependent only, and independent of 
the outer solution (Dussan et al., 1991). Thus, prescription of 
these boundary conditions is then sufficient to describe the 
physical boundary conditions inherent to the thin film. Note 
that these boundary conditions can be prescribed for the so
lution of Eq. (2), but since 8 is a property of the heating 
conditions and e may be a property of the fluid-solid system, 
the resulting thin film solution is unique with an asymptotic 
curvature, which is not necessarily equal to the meniscus cur
vature. 

From the interline solution a matching point £a is selected 
such that 17 „' will be negligibly small but not zero, and at which 
the film thickness, i7/(£„), and slope, 17/(£a), provide two of the 
initial conditions for the solution to Eq. (2) for 17. Next iteration 
is only required upon ija' to obtain matching of the thin film 
asymptotic curvature with that of the meniscus. The advantage 
of this procedure is to reduce the number of parameters upon 
which iteration is required to one, and in the process account 
for most of the thin film region. 

Results 

Results are presented for a heat pipe at 50 °C utilizing am
monia as a working fluid, and having a porous wick with an 
average pore radius of 20 ^m. The operating temperature can 
be maintained constant for variable heat inputs by adjusting 
the heat sink conditions. For differences between the interfacial 
temperature and the vapor temperature, AT=T/V-TV, of 
0.0006 K, 0.0007 K, and 0.0008 K, the respective heat transport 
rates for the heat pipe are 0.76, 1.3, and 1.7 W/cm2. These 
heat fluxes are obtained by multiplying the latent heat of va
porization by the average evaporation fluxes, i.e., the average 
of the evaporation profiles computed for the liquid-vapor 
interface, corresponding to values of AT of 0.0006 K, 0.0007 
K, and 0.0008 K, respectively. Corresponding values for the 
parametric variables used to express Eq. (2) in a dimensionless 
form are presented in Table 1. 

For these heat fluxes, the following interline boundary con
ditions are used: 

<?"=0.76 W/cm2: £=0.00, ij,= 1.0303, 17/ =0.0004 

,7" = 1.30 W/cm 2 : £ = 0.00, i)7= 1.0520, 17/=0.0004 

9 " = 1.70 W/cm 2 : £=0.00, i)7= 1.0700, 17/=0.0004 

At £„, iteration upon 17̂ ' to obtain matching with the meniscus 
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of 322 K 

region yields the following boundary conditions for the tran
sition region: 

<?"=0.76 W/cm2: | „ = 6.25, 7ia= 1.06, 

r,a =0.0099, ^ '=0.004683 

q" = 1.30 W/cm2: £a = 5.00, Va= 1.08, 

rjfl' =0.0114, 77„" =0.004210 

9" = 1.70 W/cm2: £a = 4.6, r,a= 1.10, 

TJ,; =0.0129, T?; =0.004546 

The subsequent solution to Eqs. (2) and (3) yields data for the 
interfacial profile and curvature within the thin film. Figure 
2 shows three thin film profiles computed for ammonia for 
the abovementioned heat transport rates. This figure indicates 
a decrease in the thin film length and adsorbed film thickness 
with increasing heat fluxes, consistent with the results of Way

ner and Schonberg (1990) and Wayner et al. (1991). Figure 3 
depicts the curvature profiles corresponding to Fig. 2 thin film 
profiles. The profiles shown approach an asymptotic constant 
value, and additionally they indicate that the curvatures are 
negligibly small at the matching points. The results from this 
solution approach are compared to the thin film solution of 
Wayner and Schonberg (1990). In making a comparison, it is 
important to note that the geometry used by Wayner and 
Schonberg is such that the thin film is symmetric and need not 
terminate in an adsorbed film. Furthermore, the curvature of 
the thin film at the centerline in their geometry is not zero. 
This means that the curvature of the interface along the thin 
film never approaches zero as in the present case, and as a 
result an interline region does not exist. Nevertheless the val
idation of the present analysis proceeds as follows. Wayner 
and Schonberg present results for a dimensionless asymptotic 
curvature of 0.3129 for «-octane as the working fluid at a 
temperature of 298 K. Using the present approach, the solu
tions of Eqs. (3) and (4) were computed for these conditions. 
Four matching points, £„ (at £a = 5.75, 3.5, 2.0, and 1.0) were 
chosen. For each of these matching points, r\a was iterated 
upon such that the dimensionless asymptotic curvature of the 
corresponding thin film approached 0.3129. The comparative 
results depicted in Fig. 4 indicate that as the matching point 
is chosen closer to the centerline, the thin film profile computed 
here approaches Wayner and Schonberg's solution. Thus, as 
£„ approaches zero it will converge to Wayner and Schonberg's 
solution. 

Conclusion 
The results given above indicate that the solution method 

developed in this study is adequate to compute the shape of 
the thin film within circular pores. The unique aspect of this 
solution method is that no arbitrary assumptions concerning 
the interfacial shape, slope, and curvature are needed in spec
ifying boundary conditions. Instead, the method would rely 
upon unique experimentally observed characteristics of the 
interfacial shape within microcircular pores to specify these 
boundary conditions. These unique characteristics are the con
stant meniscus curvature, which the thin film curvature must 
asymptotically match, and the presence of an interline region 
where the interfacial profile possesses a negligible curvature 
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and is slightly tapered as it merges with the adsorbed film. 
However, in employing this method, attention must be paid 
to the discontinuity in the interfacial curvature, which can be 
made negligible by properly selecting the matching point be
tween an interline and thin film solutions. 
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Conjugate Modeling of High-
Temperature Nosecap and Wing 
Leading Edge Heat Pipes 
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Y. Cao1 and A. Faghri1 

Introduction 
Future hypersonic vehicles will be subjected to intense aero

dynamic heating at the nosecap and wing leading edges. Three 
methods (barrier coatings, internal active cooling, and high-
temperature heat pipes) have been proposed for cooling these 
hypersonic aircraft structures. 

It appears that heat pipes are one of the most promising 
choices for cooling hypersonic vehicle structures due to their 
efficiency and reusability (Camarda, 1988). A typical nosecap 
heat pipe and a wing leading edge heat pipe with back wall 
radiation to a hydrogen coolant sink are schematically shown 
in Fig. 1. The nosecap heat pipe design consists of a conical 
annular vapor space between two shells, whereas the vapor 
space of the leading edge heat pipe has a rectangular cross 
section. In addition to the radiation heat transfer from the 
outer wall to space, the inner wall will transfer heat to the 
hydrogen-cooled tube heat exchanger by radiation. 

In this paper, a generalized finite-difference computational 
methodology is presented to model the transient and steady-
state behavior of the nosecap and the leading edge heat pipes 
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developed by the U.S. Air Force for the National Aerospace 
Plane (NASP). The numerical simulation includes a consid
eration of capillary and sonic limits in the wick structures. 

Mathematical Formulation 

Heat Pipe Walls and Wicks. In this paper, a body-con
forming coordinate system with a multiblock approach (Cao 
and Faghri, 1991) was used for the heat pipe walls and wicks. 
The energy equation in vectorial form is 

where 

k= 
£eff 

(Cp) = 

(cp)^=VkVT 
ot 

cwpw 

u(cp)i-(l-w)(cp)v 

(1) 

for the wall 
for the wick 

(2) 

The effective thermal conductivity of the wick is ket{, and w 
is the wick porosity. In the nose region of the nosecap heat 
pipe, a spherical coordinate system is used; in the leading edge 
region of the wing leading edge heat pipe, a cylindrical co
ordinate system is applied. In the skirt regions of the nosecap 
and wing leading edge heat pipes, a cylindrical coordinate 
system and a Cartesian system are employed, respectively. 

In the above formulation, the wick structures were assumed 
to be isotropic and homogeneous. Also, the effect of liquid 
flow through the wick on the temperature distribution in the 
wick structure was neglected. For the nosecap heat pipe, only 
the part with apex angle of 20 shown in Fig. 1 needs to be 
modeled due to the symmetric geometry. For the wing leading 
edge heat pipe, the heat distributions near the stagnation line 
are nearly symmetric, and the heat pipe was divided in the 
spanwise direction into a number of vapor channels with width 
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and is slightly tapered as it merges with the adsorbed film. 
However, in employing this method, attention must be paid 
to the discontinuity in the interfacial curvature, which can be 
made negligible by properly selecting the matching point be
tween an interline and thin film solutions. 
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Introduction 
Future hypersonic vehicles will be subjected to intense aero

dynamic heating at the nosecap and wing leading edges. Three 
methods (barrier coatings, internal active cooling, and high-
temperature heat pipes) have been proposed for cooling these 
hypersonic aircraft structures. 

It appears that heat pipes are one of the most promising 
choices for cooling hypersonic vehicle structures due to their 
efficiency and reusability (Camarda, 1988). A typical nosecap 
heat pipe and a wing leading edge heat pipe with back wall 
radiation to a hydrogen coolant sink are schematically shown 
in Fig. 1. The nosecap heat pipe design consists of a conical 
annular vapor space between two shells, whereas the vapor 
space of the leading edge heat pipe has a rectangular cross 
section. In addition to the radiation heat transfer from the 
outer wall to space, the inner wall will transfer heat to the 
hydrogen-cooled tube heat exchanger by radiation. 

In this paper, a generalized finite-difference computational 
methodology is presented to model the transient and steady-
state behavior of the nosecap and the leading edge heat pipes 
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developed by the U.S. Air Force for the National Aerospace 
Plane (NASP). The numerical simulation includes a consid
eration of capillary and sonic limits in the wick structures. 

Mathematical Formulation 

Heat Pipe Walls and Wicks. In this paper, a body-con
forming coordinate system with a multiblock approach (Cao 
and Faghri, 1991) was used for the heat pipe walls and wicks. 
The energy equation in vectorial form is 

where 

k= 
£eff 

(Cp) = 

(cp)^=VkVT 
ot 

cwpw 

u(cp)i-(l-w)(cp)v 

(1) 

for the wall 
for the wick 

(2) 

The effective thermal conductivity of the wick is ket{, and w 
is the wick porosity. In the nose region of the nosecap heat 
pipe, a spherical coordinate system is used; in the leading edge 
region of the wing leading edge heat pipe, a cylindrical co
ordinate system is applied. In the skirt regions of the nosecap 
and wing leading edge heat pipes, a cylindrical coordinate 
system and a Cartesian system are employed, respectively. 

In the above formulation, the wick structures were assumed 
to be isotropic and homogeneous. Also, the effect of liquid 
flow through the wick on the temperature distribution in the 
wick structure was neglected. For the nosecap heat pipe, only 
the part with apex angle of 20 shown in Fig. 1 needs to be 
modeled due to the symmetric geometry. For the wing leading 
edge heat pipe, the heat distributions near the stagnation line 
are nearly symmetric, and the heat pipe was divided in the 
spanwise direction into a number of vapor channels with width 
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W by the stiffener walls. Therefore, a typical vapor chamber 
of width Wv/as modeled with symmetric boundary conditions 
applied on the stiffener walls and the stagnation line. 

Vapor Flow. For the vapor flow in the heat pipe, the tran
sient compressible quasi-one-dimensional vapor flow model of 
Cao and Faghri (1991) is adopted. The conservation of mass 
and momentum equations are: 

- (pA)+— (PUA) = vp — 
dt dx dx 

(3) 

a a , a 
-(APU)+-(APU2)=--
at dx ox 

1 

Alp 

dS 

4 at/' 
"3 " t o 

dS 
-fpU ~— cos a + pv" — sin a (4) 

2 dx dx 

where A is the cross-sectional area of the vapor channel, U is 
the average axial vapor velocity, S is the channel wall surface 
area between the leading edge and position x, f is the friction 
coefficient, a is the local slope of the heat pipe wall, and v is 
the radial vapor injection or suction velocity. The perfect gas 
law is employed to account for the compressibility of the vapor: 

p = PRTv (5) 

where R is the gas constant. The vapor temperature and pres
sure are related by the Clausius-Clapeyron equation: 

dp hfg dTv 

p~ R 1% 
(6) 

The vapor flow can be considered to be laminar along the 
heat pipe length due to the relatively small axial Reynolds 
number (Cao and Faghri, 1990; Faghri et al., 1991). The fric
tion coefficients are functions of the cross-sectional geometry 
of the vapor chambers, and are given by Shah and Bhatti 
(1987). In the nose region of the nosecap heat pipe, the modeled 
vapor chamber is a circular sector with apex angle 2<j>. The 
friction coefficient in this region is 

/ R e A = 12(1+0.5059 </>-0.3948</>2 + 0.1875 4>3 

-0.0385 04) (O<20<ir) (7) 

In the skirt region of the nosecap heat pipe, the modeled 
vapor chamber is an annular sector with apex angle 2<j>. The 
friction coefficient for this case is 

/Re/ , = 24 1 - -
0.63 i-r* 

\+r* 
1+-

1 \-r 

\+r 
(8) 

where r = rj/r0, and r,- and r0 are the inner and outer radii 
of the annular sector. This equation is applicable for 4> > </>min 

(/•*). The values of 4>min for different r * are also given by Shah 
and Bhatti (1987). 

The modeled vapor chamber for the wing leading edge heat 
pipe is a rectangular sector and the friction coefficient is 

/ R e „ = 24(1 -1.3553 a* + 1.9467 a*1 -1.7012 a*3 

+ 0.9564 a*4-0.2537 a*5) (9) 

where a* = h/W. The Reynolds number Re;, in Eqs. (7)-(9) 
is based on the hydraulic diameter Dh of the duct. 

Boundary Conditions. At both ends of the heat pipe, the 
vapor velocity and the temperature gradients are zero: 

z = 0 and L: £/=0,f=0 
dx 

(10) 

In the wall and wick regions, the symmetric boundary con
ditions are applied except at the inner and outer shell wall 
surfaces and at the wick-vapor interfaces. The evaporation or 
condensation vapor mass flux into the vapor space, pv, at the 

vapor-wick interfaces can be found from interfacial energy 
balances: 

pv = qow/hfg + qiw/hfg--
df\ ( dT 

/h 'Is 

> 0 evaporation 
< 0 condensation (11) 

Qow/hfS and qiW/hfg are mass fluxes from the outer shell and 
inner shell wicks, respectively, and can be calculated from the 
temperature distributions in the outer and inner wicks. Note 
that Eq. (11) is also applicable to the leading edge regions, 
with qiw = 0. 

At the condenser interfaces of the inner and outer wicks, 
vapor condenses and releases its latent heat energy. In order 
to simulate this process, two heat sources, qt = h/g PM and qa 

= hfe p0v0, were applied at the grids next to the interfaces on 
the inner and outer shell wicks. Since the heat pipe shells and 
vapor were solved as a conjugate problem, these heat sources 
should be calculated from the vapor solution. In this study, 
the vapor was solved as a one-dimensional problem. Therefore, 
only the total suction mass flux pv can be obtained by using 
Eq. (3) for a given vapor flow distribution in the x direction. 
The distribution of the total suction mass flux to the inner or 
outer shell wicks should be related to the radiation heat dis-
sipative rate at the different shell surfaces, which is in turn 
proportional to the local radius of the individual shell for the 
nosecap heat pipe. By considering the relation p0v0 + p,t>, = 
vp, and v,Pi/v0p0 = rj/r0 = y, we have 

p0vo = pv/(l+y), PiVi = y p0v0 (12) 

Note that, at the leading edge of the nosecap and wing leading 
edge heat pipes, r, - 0 and p0v0 = pv. In the skirt region of 
the leading edge heat pipe, the heat pipe cross-sectional area 
is rectangular, and the radiative areas of the inner and outer 
shells are the same. Therefore, in Eq. (12), we can set r,- = r0, 
which gives p0v0 = pjV; = 0.5 pv. 

At the outer shell wall surface, the aerodynamic heating 
distribution #iocai was specified. In addition, a radiation heat 
flux into the ambient is superimposed at the surface. The net 
heat flux at the outer wall surface is 

QxM — <7local' - e00{ 1 os 1 am) (13) 

where Tos and Tam are the outer shell wall surface and ambient 
temperatures. Unlike conventional heat pipes, the locations of 
the evaporator and condenser were not prescribed for the outer 
shell of the heat pipe, and may change during the transient 
operating period. At the inner shell wall surface, a radiation 
heat flux qis was specified due to the radiation to the H2 heat 
exchanger. Assuming the emissivity of the H2 heat exchanger 
to be unity, qis can be expressed as: 

Qis = ejCT(TiS * sink ) (14) 

where Tis and Tsink are the inner shell wall and the H2 heat 
exchanger temperatures. 

The conservation equations and boundary conditions in dif
ferent regions were solved as a conjugate problem by applying 
the control-volume-based finite difference method. For more 
detailed information about the numerical model and proce
dure, the reader is referred to the paper by Cao and Faghri 
(1992). 

Capillary and Boiling Limitations. Based on the fact that 
the liquid pressure drop in the circumferential direction is 
negligible, and the axial liquid flow resistances in the different 
wicks can be considered to be connected in parallel, the fol
lowing relation for the capillary limit is derived: 

m(s)/ KAc , K,A, | KaAa 

v, vi 
ds + Apv: 

2a 

^eff 
(15) 
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where KoA0, KjA,, and KaAa are the products of the wick 
permeability and the liquid flow areas for the outer shell wick, 
the inner shell wick, and the artery wick, respectively. rsS{ is 
the effective capillary radius of the wick pores, Apv is the total 
vapor pressure drop along the heat pipe length, which can be 
found from the numerical solutions, and xmin is the location 
where the capillary pressure is minimum and equal to zero. In 
this study, *min is taken to be at the condenser end cap. The 
total local mass flow rate m(s) is given by 

m(s) - f [(Vp)iw+{VP)0„]WCH; (16) 

where (vp)iw and (vp)ow are the vapor mass fluxes to the vapor 
chamber from the inner and outer shell wicks. Wis either the 
circumferential length of the nosecap heat pipe, or the width 
of the modeled section for the wing leading edge heat pipe. 
The relation for the boiling limit was developed by applying 
the theory of vapor nucleation, combined with the integrated 
Clausius-Clapeyron equation (Cao and Faghri, 1992): 

•T„ 
RTUTW 

h </s 

xln 1+-
2(7 / l 

RTvpArb R 
1 2(7 

RT0rbPi 
(17) 

where Tw and Tv are wick-wall interface temperature and vapor 
space temperature, rb is the effective radius of the vapor bubble 
trapped in the wick, and R,„ is the radius of curvature of the 
liquid meniscus. If the last two terms in brackets are very small, 
Eq. (17) can be reduced to the commonly used relation in the 
literature (Chi, 1976). 

Results and Discussion 
The analysis of the transient and steady-state performance 

was first made for a nosecap heat pipe using lithium as the 
working fluid and a refractory metal as the container walls. 
The dimensions and the thermal properties of the heat pipe 
are: nose radius R0 = 0.04 m, adiabatic length La = 0.08 m, 
condenser length Lc = 0.7 m, vapor space height h = 0.013 
m, wick and wall thickness 8W = 8/ = 0.6 mm, liquid artery 
radius Ra = 0.76 mm, skirt slope as = 6 deg, apex angle 2<j> 
= 60 deg, heat capacity and thermal conductivity of the outer 
shell (cp)m = 2.756 x 106 J/(m3 • K) and (kw)m = 49.3 
W/(m • K), heat capacity and thermal conductivity of the 
inner shell (cp)is = 3.021 x 106 J/(m3 • K), and (kw)!s = 40.64 
W/(m • K). The wick porosities are co„ = 0.3 and ws = 0.5 
at the nose and skirt regions, respectively. Figure 2 shows 
the normalized aerodynamic heating distribution q\0C3\/ 
ŝtagnation along the nosecap outer shell surface, which is similar 

to the wing leading edge ascent trajectory heating distribution. 
The stagnation heat flux used in the calculation is 340.5 W/ 
cm2 (300 Btu/s • ft2). The numerical simulation started with 
an initial system temperature of 1050 K and zero initial velocity 
in the vapor chamber. At t = 0, the aerodynamic heating 
distribution was imposed at the outer shell, and the transient 
operation of the heat pipe began. The outer shell wall surface 
temperature of the nosecap heat pipe for different time periods 
is also shown in Fig. 2. The wall surface temperature rose 
gradually and reached steady state in about 400 s. The highest 
temperature occurred at the nosecap stagnation point where 
the local aerodynamic heat flux is much higher than that over 
the rest of the surface. 

When the heat pipe reached steady state, the total heat input 
to the heat pipe and the total heat output should be the same, 
which is true for the present case. The total heat input is the 
integral of <7)ocai over the outer shell surface, which is constant 
for all time. The total radiative heat output is the sum of the 
integrals of the radiative heat fluxes over the outer and the 
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Fig. 2 Aerodynamic heating distribution and outer shell wall surface 
temperature for different time periods 
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Fig. 3 Axial vapor Mach numbers along the nosecap heat pipe for 
different time periods 

inner shell surfaces. Both radiative heat fluxes were dependent 
on the wall surface temperature. When the wall surface tem
peratures increased with time, the total radiative heat output 
increased accordingly. When the heat pipe reached steady state, 
the difference between the total heat input and the total ra
diative heat output was less than 0.5 percent. The fact that the 
total radiative heat output approached the total heat input at 
steady state also validates the present computer code. 

Figure 3 shows the axial vapor Mach number along the vapor 
chamber for different time periods. In the early time periods, 
the vapor velocity and Mach number were relatively high. 
However, they dropped sharply with time and became very 
small at steady state due to the much larger vapor density at 
a higher heat pipe working temperature. The vapor density is 
rather uniform along the heat pipe length. This is due to the 
high working temperature and the sufficiently large vapor space 
that provided little resistance to the vapor flow down the length 
of the heat pipe. As a result, the sonic limit did not occur in 
the steady-state operation for the present heat pipe design. 

The liquid pressure in the upper shell wick was first calcu
lated by assuming a constant permeability of K = 2.0 x 10~10 

m2 in the upper and lower wicks and a permeability of K = 
7.3 x 10~8 m2 for the axial arteries in the skirt region. The 
steady-state liquid pressure distribution in the axial direction 
(the curve labeled case 1) was plotted in Fig. 4 along with the 
steady-state vapor pressure distribution. The liquid pressure 
drop is large in the nose region due to the very high aerody-
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Fig. A Steady-state liquid and vapor pressure distributions along the 
outer shell of the nosecap heat pipe 
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Fig. 5 Outer shell wall surface temperature of the wing leading edge 
heat pipe for different time periods. 

namic heating near the stagnation point and small liquid flow 
area available in the nose region. The calculation was repeated 
with a much larger value of permeability, K = 5.0 x 10"9 

m2, in the nose region of the outer shell wick, with the other 
parameters being the same. The liquid pressure distribution 
was plotted in the same figure and labeled case 2. The pressure 
drop in the nose region is much smaller than that in the previous 
case. The curve labeled with case 3 is the liquid pressure drop 
with the same high permeability in the nose region of the outer 
shell wick, and a much smaller permeability K = 10" " m2 in 
the skirt wicks. The liquid pressure drop is only slightly larger 
than that for case 2. The liquid pressure distributions for the 
above three cases indicate that the total liquid pressure drops 
are somewhat insensitive to the outer and inner shell wick 
structures in the skirt region due to the function of the axial 
arteries. However, the liquid pressure drop is very sensitive to 
the wick structure in the nose region due to the intense aero
dynamic heating and small flow area available there. A direct 
measure to overcome this difficulty is to increase the wick 
permeability in the nose region. However, a wick structure 
with large permeability may not be able to offer an effective 
pore radius small enough to provide sufficient capillary pump
ing force. In this case, a special wick structure is needed over 
the nose region to optimize these functions. The boiling lim
itation was considered by applying Eq. (17). The maximum 
temperature drop across the wick structures for the present 
nosecap heat pipe is much smaller than the critical temperature 
drop Arcrit from Eq. (17). Therefore, the boiling limitation 
will not occur for the present heat pipe. 

Computations were also made for the wing leading edge heat 
pipe shown in Fig. 1. Most of the dimensions and thermal 
properties used in the calculation are the same as those of the 
nosecap heat pipe, so only the different parameters are listed 
here: leading edge radius R0 = 0.02 m, vapor space height 
h = 0.0176 m, the heat capacity and thermal conductivity at 
the leading edge wall are 2.756 x 106 J/(m • K) and 49.3 W/ 
(m • K). The heat capacity and thermal conductivity at skirt 
walls are 3.02 x 106 J/(m • K) and 40.64 W/(m • K). The 

heat capacity and thermal conductivity for the wick are 2.63 
X 106 J/(m • K) and 66.05 W/(m • K), and the porosity in 
the wick is a> = 0.4. The aerodynamic heating conditions and 
the wick structures are also the same as those for the nosecap 
heat pipe. Figure 5 shows the outer shell wall temperature for 
different time periods. The general trends are similar to those 
of the nosecap heat pipe except that the steady-state wall tem
perature and vapor pressure are relatively higher than those 
of the nosecap heat pipe. Compared to the nosecap heat pipe 
with almost the same axial dimension, the radiation area avail
able per unit heat input for the leading edge heat pipe is smaller 
than that of the nosecap heat pipe, and the working temper
ature is correspondingly higher. Also, the vapor space for this 
leading edge heat pipe design is larger than that of the nosecap 
heat pipe, and as a result, the maximum vapor Mach number 
is relatively smaller. In summary, the numerical model pre
sented in this paper provided a generalized method to analyze 
the transient and steady-state performance of nosecap and wing 
leading edge heat pipes. 
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